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1
IMAGING DEVICE AND IMAGING SYSTEM

This is a continuation of International Application No.
PCT/IP2012/007668, with an international filing date of Nov.
29, 2012, which claims priority of Japanese Patent Applica-
tions No. 2011-261594 filed on Nov. 30, 2011 and No. 2011-
274680 filed on Dec. 15, 2011, the entire contents of which
are hereby incorporated by reference.

BACKGROUND

1. Technical Field

The present disclosure relates to an imaging apparatus such
as a camera.

2. Description of the Related Art

In recent years, distance measuring apparatuses which
measure a distance from a subject (target of distance mea-
surement) based on a parallax between a plurality of imaging
optical systems are used for the measurement of vehicular
gaps between automobiles and in camera auto-focus systems
and three-dimensional shape measurement systems.

In such distance measuring apparatuses, a pair of imaging
optical systems that are positioned in right-left or upper-lower
relationship create images in their respective imaging
regions, such that a distance from the subject is detected from
the parallax between these images based on triangulation.

As a method of measuring a distance from a subject with a
single imaging optical system, a DFD (Depth From Defocus)
technique is known. Although the DFD technique is a tech-
nique for calculating a distance by analyzing an amount of
blur of an acquired image, it is impossible to know from a
single image whether something is a pattern possessed by the
subject itself, or a blur caused by subject distance; therefore,
atechnique of estimating a distance from a plurality of images
is adopted (Patent Document 1 (Japanese Patent No.
3110095), Non-Patent Document 1 (Xue Tu, Youn-sik Kang
and Murali Subbarao Two- and Three-Dimensional Methods
for Inspection and Metrology V. Edited by Huang, Peisen S.
Proceedings of the SPIE, Volume 6762, pp. 676203 (2007))).

SUMMARY

However, in the aforementioned conventional techniques,
downsizing and cost reduction of the imaging apparatus,
improvement in the accuracy of distance measurement, and
so on have been desired. One non-limiting and exemplary
embodiment of the present disclosure provides an imaging
apparatus which, in small size, is capable of accurate distance
measurement.

An imaging apparatus according to one embodiment of the
present invention comprises: a lens optical system having a
firstregion, a second region, and a third region, the first region
transmitting light of a first wavelength band, the second
region transmitting light of the first wavelength band and
having optical characteristics for providing a different focus-
ing characteristic from a focusing characteristic associated
with rays transmitted through the first region, and the third
region transmitting light of a second wavelength band differ-
ent from the first wavelength band; an imaging device on
which light having passed through the lens optical system is
incident, the imaging device having a plurality of first, sec-
ond, and third pixels; and a microlens array disposed between
the lens optical system and the imaging device, the microlens
array causing light having passed through the first region to
enter the plurality of first pixels, light having passed through
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the second region to enter the plurality of second pixels, and
light having passed through the third region to enter the
plurality of third pixels.

With a distance measuring apparatus according to one
embodiment of the present invention, it is possible to achieve
accurate distance measurement by using a single imaging
system.

These general and specific aspects may be implemented
using a system, a method, and a computer program, and any
combination of systems, methods, and computer programs.

Additional benefits and advantages of the disclosed
embodiments will be apparent from the specification and
Figures. The benefits and/or advantages may be individually
provided by the various embodiments and features of the
specification and drawings disclosure, and need not all be
provided in order to obtain one or more of the same.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic diagram showing Embodiment 1 of
an imaging apparatus A according to the present invention.

FIG. 2 is a front view showing an optical element L1
according to Embodiment 1 of the present invention as
viewed from the subject side.

FIG. 3 is a perspective view of an array optical device K
according to Embodiment 1 of the present invention.

FIG. 4A is an enlarged diagram showing the array optical
device K and imaging device N shown in FIG. 1.

FIG. 4B is a diagram showing relative positioning between
the array optical device K and pixels on the imaging device N.

FIG. 5 is a graph showing a spherical aberration associated
with rays passing through an optical region D1 and an optical
region D2 in Embodiment 1 of the present invention.

FIG. 6 is a conceptual diagram of point spread distributions
for different subject distances.

FIG. 7 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 1 of the present invention.

FIG. 8(a) to FIG. 8(c¢) each show a luminance distribution
in an image block sized 16x16; and FIG. 8(d) to FIG. 8(f)
show frequency spectrums obtained by applying a two-di-
mensional Fourier transform to the respective image blocks
shown in FIG. 8(a) to FIG. 8(c).

FIG. 9A is a diagram showing a subject, which is a chart of
white and black.

FIG. 9B is a diagram showing a cross section in the lumi-
nance of the subject of FIG. 9A.

FIG. 9C is a diagram showing a cross section in the lumi-
nance of an image which is captured by the imaging apparatus
A of FIG. 1 for each color;

FIG. 9D is a diagram showing a second-order differentia-
tion of the G1 (green) and R(red) luminance in FIG. 9C.

FIG. 9E is a diagram showing a cross section in the lumi-
nance when the second-order differentiation of FIG. 9D is
subtracted from the G2 (green) and B(blue) luminance in
FIG. 9C.

FIG. 10 is a graph showing another relationship between
subject distance and sharpness (how sharp an image is)
according to Embodiment 1 of the present invention.

FIG. 11 is a graph showing another relationship between
subject distance and sharpness (how sharp an image is)
according to Embodiment 1 of the present invention.

FIG. 12 is a cross-sectional view showing the imaging
apparatus A of Embodiment 1.

FIG. 13 is a diagram showing another imaging apparatus
according to Embodiment 1.
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FIG. 14 is a front view showing another optical element [.1
according to Embodiment 1 of the present invention as
viewed from the subject side.

FIG. 15 is a front view showing another optical element [.1
according to Embodiment 1 of the present invention as
viewed from the subject side.

FIG. 16A and FIG. 16B are enlarged diagrams each show-
ing an array optical device K and an imaging device N accord-
ing to Embodiment 2 of the present invention.

FIG. 17A and FIG. 17B are front views showing relative
positioning between different optical regions and a light-
shielding member according to Embodiment 3 of the present
invention.

FIG. 18 is a schematic diagram showing Embodiment 4 of
an imaging apparatus A according to the present invention.

FIG. 19 is a front view showing an optical element .1
according to Embodiment 4 of the present invention as
viewed from the subject side.

FIG. 20 is a perspective view of an array optical device K
according to Embodiment 4 of the present invention.

FIG. 21A is an enlarged diagram showing the array optical
device K and imaging device N shown in FIG. 18.

FIG. 21B is a diagram showing relative positioning
between the array optical device K and pixels on the imaging
device N.

FIG. 22 is a flowchart for signal processing sections
according to Embodiment 4 of the present invention.

FIG. 23 is a graph showing a spherical aberration associ-
ated with rays passing through an optical region D1 and an
optical region D2 in Embodiment 4 of the present invention.

FIG. 24 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 4 of the present invention.

FIG. 25(a) to FIG. 25(c) each show a luminance distribu-
tion in an image block sized 16x16; and FIG. 25(d) to FIG.
25(f) show frequency spectrums obtained by applying a two-
dimensional Fourier transform to the respective image blocks
shown in FIG. 25(a) to FIG. 25(¢).

FIG. 26A is a diagram showing a subject, which is a chart
of white and black.

FIG. 26B is a diagram showing a cross section in the
luminance of the subject of FIG. 26A.

FIG. 26C is a diagram showing a cross section in the
luminance of an image which is captured by the imaging
apparatus A of FIG. 1.

FIG. 26D is a diagram showing second-order differentia-
tion of the G1 luminance in FIG. 26C.

FIG. 26E is a diagram showing a cross section in the
luminance when the second-order differentiation of FIG. 26D
is subtracted from the G2 luminance in FIG. 26C.

FIG. 27 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 4 of the present invention.

FIG. 28 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 4 of the present invention.

FIG. 29(a) is a diagram showing a subject image according
to Embodiment 4 of the present invention; and FIG. 29(5) is
a diagram showing a depth map of the subject image of FIG.
29(a).

FIG. 30 is a distribution diagram of a PSF (point spread
function) cross-sectional intensity, expressed as a Gaussian
distribution, according to Embodiment 4 ofthe present inven-
tion.

FIG. 31A and FIG. 31B are diagrams showing a relation-
ship between subject positions and PSFs according to
Embodiment 4 of the present invention.
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FIG. 32(a) to FIG. 32(c) are diagrams showing PSF two-
dimensional data according to Embodiment 4 of the present
invention.

FIG. 33A and FIG. 33B are distribution diagrams of PSF
two-dimensional intensity according to Embodiment 4 of the
present invention.

FIG. 34 is a diagram showing a refocused image of the
subject image of FIG. 29(a) based on the depth map of FIG.
29(b), according to Embodiment 4 of the present invention.

FIG. 35 is a diagram showing a relationship between sub-
ject positions and PSFs according to Embodiment 5 of the
present invention.

FIG. 36 is a schematic diagram showing Embodiment 6 of
an imaging apparatus A according to the present invention.

FIG. 37A is an enlarged diagram showing the array optical
device K and imaging device N shown in FIG. 36.

FIG. 37B is a diagram showing relative positioning
between the array optical device K and pixels on the imaging
device N.

FIG. 38 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 6 of the present invention.

FIG. 39A is a diagram showing a subject, which is a chart
of white and black.

FIG. 39B is a diagram showing a cross section in the
luminance of the subject of FIG. 39A.

FIG. 39C is a diagram showing a cross section in the
luminance of an image which is captured by the imaging
apparatus A of FIG. 36 for each color.

FIG. 39D is a diagram showing a second-order differentia-
tion of the G1 (green) and R(red) luminance in FIG. 39C.

FIG. 39E is a diagram showing a cross section in the
luminance of when the second-order differentiation of FIG.
39D is subtracted from the G2 (green) and B(blue) luminance
in FIG. 39C.

FIG. 40 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 6 of the present invention.

FIG. 41 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 6 of the present invention.

FIG. 42 is a front view showing an optical element [.1
according to Embodiment 7 of the present invention as
viewed from the subject side.

FIG. 43 is a perspective view of an array optical device K
according to Embodiment 7 of the present invention.

FIG. 44A is an enlarged diagram showing of the array
optical device K and imaging device N according to Embodi-
ment 7 of the present invention.

FIG. 44B is a diagram showing relative positioning
between the array optical device K and pixels on the imaging
device N.

FIG. 45 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 7 of the present invention.

FIG. 46 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 7 of the present invention.

FIG. 47 is a graph showing a relationship between subject
distance and sharpness (how sharp an image is) according to
Embodiment 7 of the present invention.

FIG. 48 is a schematic diagram showing Embodiment 8 of
an imaging apparatus A according to the present invention.

FIG. 49A is an enlarged diagram showing the neighbor-
hood of an imaging plane when crosstalk occurs in an
embodiment of the present invention.
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FIG. 49B is an enlarged diagram showing the neighbor-
hood of the imaging plane when crosstalk is reduced.

FIG. 50(al) is a perspective view showing a microlens
array having a rotation-asymmetric shape with respect to the
optical axis; FIG. 50(a2) is a diagram showing contours of the
microlens array shown in FIG. 50(al); FIG. 50(a3) is a dia-
gram showing a ray tracing simulation result when the micro-
lens shown in FIG. 50(a1) and FIG. 50(a2) is applied to the
array optical device according to the present invention; FIG.
50(b1) is a perspective view showing a microlens array hav-
ing a rotation symmetric shape with respect to the optical
axis; FIG. 50(52) is a diagram showing contours of the micro-
lens array shown in FIG. 50(b1); and FIG. 50(563) is a diagram
showing a ray tracing simulation result when the microlens
shown in FIG. 50(51) and FIG. 50(52) is applied to the array
optical device according to an embodiment of the present
invention.

FIG. 51 is a diagram showing another embodiment of a
filter array on the imaging device according to an embodi-
ment of the present invention.

DETAILED DESCRIPTION

According to studies under the present inventors, in con-
ventional constructions using a plurality of imaging optical
systems, the imaging apparatus will increase in size and cost.
Moreover, the need to ensure matching characteristics
between the plurality of imaging optical systems and a highly
precise parallelism between the optical axes of the two imag-
ing optical systems makes fabrication difficult. Furthermore,
the need for a calibration step for determining camera param-
eters will presumably require a large number of steps.

In the DFD technique, as disclosed in Patent Document 1
and Non-Patent Document 1, a distance from the subject can
be calculated with a single imaging optical system. However,
in the methods of Patent Document 1 and Non-Patent Docu-
ment 1, it is necessary to obtain a plurality of images via time
division while varying the distance from the subject at which
focus is achieved (focusing distance). When such a technique
is applied to a motion video, discrepancies between images
will occur due to time lags in imaging, thus resulting in a
problem of lowered accuracy of distance measurement.

Moreover, Patent Document 1 discloses an imaging appa-
ratus which splits the optical path with a prism so that imaging
occurs on two imaging planes with different back focuses,
thereby making it possible to measure the distance from a
subject through a single instance of imaging. However, such
a method requires two imaging planes, thus leading to a
problem in that the imaging apparatus is increased in size and
the cost is considerably increased.

In view of the above problems, the inventors have arrived at
a novel imaging apparatus. In outline, embodiments of the
present invention may be as follows.

An imaging apparatus according to one embodiment of the
present invention comprises: a lens optical system having a
firstregion, a second region, and a third region, the first region
transmitting light of a first wavelength band, the second
region transmitting light of the first wavelength band and
having optical characteristics for providing a different focus-
ing characteristic from a focusing characteristic associated
with rays transmitted through the first region, and the third
region transmitting light of a second wavelength band differ-
ent from the first wavelength band; an imaging device on
which light having passed through the lens optical system is
incident, the imaging device having a plurality of first, sec-
ond, and third pixels; and a microlens array disposed between
the lens optical system and the imaging device, the microlens
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array causing light having passed through the first region to
enter the plurality of first pixels, light having passed through
the second region to enter the plurality of second pixels, and
light having passed through the third region to enter the
plurality of third pixels.

The lens optical system may further have a fourth region
transmitting light of a third wavelength band different from
the first and second wavelength bands; the imaging device
may further include a plurality of fourth pixels; and the micro-
lens array may cause light having passed through the fourth
region to enter the plurality of fourth pixels.

The first, second, and third regions may be regions divided
around an optical axis of the lens optical system.

In the lens optical system, a focusing characteristic asso-
ciated with rays transmitted through the third region and the
fourth region may be identical to either a focusing character-
istic associated with rays transmitted through the first region
or a focusing characteristic associated with rays transmitted
through a second region.

Rays may be incident on the first, second, and third regions
through a single instance of imaging.

The first and second regions may allow rays of the green
band to pass through, the third region may allow rays of the
blue band to pass through, and the fourth region may allow
rays of the red band to pass through.

When a subject distance is within a predetermined range, a
point spread distribution created by light entering the first
region may be substantially constant, and a point spread dis-
tribution created by light entering the second region may vary
in accordance with distance from a subject.

A surface of the first region and a surface of the second
region may have mutually different radii of curvature.

The plurality of first and second pixels may respectively
generate first and second luminance information through a
single instance of imaging; and the imaging apparatus may
further comprise a first signal processing section for generat-
ing a first image and a second image by using the first and
second luminance information.

The first signal processing section may include a sharpness
detection section for detecting a sharpness of at least one pixel
component, within luminance information of the plurality of
first to fourth pixels, for each predetermined region in an
image; and based on a component of a highest sharpness
among the respective sharpnesses, a luminance information
component of another pixel may be sharpened.

By using a previously stored point spread function, the first
signal processing section may perform a restoration process
for an image which is formed based on luminance informa-
tion of a pixel reached by light entering the first region, and
generate a restored sharpened image.

The first signal processing section may use a single said
point spread function to perform a restoration process for all
regions of an image which is formed based on luminance
information of a pixel reached by light entering the first
region, and generate a restored sharpened image.

The first signal processing section may include a sharpness
detection section for detecting a sharpness for each predeter-
mined region in the restored sharpened image, and, based on
a sharpness of each predetermined region in the restored
sharpened image, sharpen a luminance information compo-
nent of another pixel.

The imaging apparatus may further comprise a second
signal processing section for calculating a distance from a
subject, wherein the second signal processing section may
calculate a distance from the subject by using the first image
and the second image.
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When the subject distance is within a certain range, a value
of a ratio between a sharpness of the first image and a sharp-
ness of the second image may have a correlation with the
distance from the subject; and the second signal processing
section may calculate the distance from the subject based on
the correlation and the ratio between the sharpness of the first
image and the sharpness of the second image.

The first signal processing section may include a contrast
detection section for detecting a contrast of the first image
obtained from the plurality of first pixels and a contrast of the
second image obtained from the plurality of second pixels
and; when the subject distance is within a certain range, a ratio
between the contrast of the first image and the contrast of the
second image may have a correlation with the subject dis-
tance; and the second signal processing section may calculate
the distance from the subject based on the correlation, the
contrast of the first image and the contrast of the second
image.

The second signal processing section may calculate the
distance from the subject by using luminance information of
an image obtained through addition of the first image and the
second image and luminance information of the first image or
the second image.

When the subject distance is within a certain range, a point
spread function derived from an image which is formed from
the restored sharpened image and light entering the second
region may have a correlation with the subject distance; and
the second signal processing section may calculate the dis-
tance from the subject based on the correlation and the point
spread function.

The second region, the third region, and the fourth region
may have mutually different optical powers; and focusing
positions of light transmitted through the second region, the
third region, and the fourth region may be closer to one
another than when the second region, the third region, and the
fourth region have an equal optical power to one another.

The imaging apparatus may further comprise a light-
shielding member provided at a boundary between the first
region and the second region.

The lens optical system may further include a stop; and the
first region and the second region may be disposed near the
stop.

The second signal processing section may calculate a sub-
ject distance for each predetermined region in an image; and
the imaging apparatus may further comprise a third signal
processing section for generating a refocused image by using
the subject distance for each predetermined region calculated
by the second signal processing section.

The second signal processing section may generate a point
spread function for each subject distance by using a subject
distance for each predetermined region.

Along the subject distance direction, an intensity change in
the point spread function may decrease away from at least one
best focus position, the at least one best focus position defin-
ing a subject distance at which an intensity change in the point
spread function takes a local maximum.

The at least one best focus position may be an externally
input position or a position determined by the second signal
processing section.

The third signal processing section may generate the refo-
cused image by using the subject distance for each predeter-
mined region and the point spread function.

The point spread function may be a Gaussian function.

The third signal processing section may generate the refo-
cused image by performing a convolution calculation for the
point spread function using a Fourier transform for each
predetermined region.
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The third signal processing section may generate the refo-
cused image by performing a spatial filter process based on
the subject distance for each predetermined region.

The at least one best focus position may exist in plurality
and discretely.

The imaging apparatus may further comprise first to fourth
filters near the lens optical system, the first to fourth filters
being provided respectively in the first region, the second
region, the third region, and the fourth region, wherein, the
first filter may transmit light of the first wavelength band; the
second filter may transmit light of the first wavelength band;
the third filter may transmit light of the second wavelength
band; and the fourth filter may transmit light of the third
wavelength band.

The lens optical system may further comprise a stop; and
the first to fourth filters may be disposed near the stop.

An imaging system according to one embodiment of the
present invention comprises: the above imaging apparatus;
and a first signal processing apparatus for generating a color
image, wherein the first signal processing apparatus gener-
ates the color image by using luminance information of the
plurality of first pixels, the plurality of second pixels, the
plurality of third pixels, and the plurality of fourth pixels
obtained through a single instance of imaging.

The imaging system may further comprise a second signal
processing apparatus for calculating a distance from a sub-
ject, wherein the second signal processing apparatus may
calculate a distance from the subject by using the luminance
information of the plurality of first pixels and the plurality of
second pixels obtained through the single instance of imag-
ing.

An imaging system according to another embodiment of
the present invention comprises an imaging apparatus and a
signal processing apparatus, wherein the imaging apparatus
includes: a lens optical system having a first region and a
second region, the second region having optical characteris-
tics for providing a different focusing characteristic from a
focusing characteristic associated with rays having passed
through the first region; an imaging device on which light
having passed through the lens optical system is incident, the
imaging device at least having a plurality of first pixels and a
plurality of second pixels; and an array optical device dis-
posed between the lens optical system and the imaging
device, the array optical device causing light having passed
through the first region to enter the plurality of first pixels and
light having passed through the second region to enter the
plurality of second pixels, and the signal processing apparatus
includes: a first signal processing section for calculating a
subject distance for each predetermined region in a captured
image, by using luminance information of a first image
obtained from the plurality of first pixels and a second image
obtained from the plurality of second pixels; and a second
signal processing section for generating a refocused image by
using the subject distance for each predetermined region cal-
culated by the first signal processing section.

With an imaging apparatus and imaging system according
to the above embodiment, by using a single optical system, it
is possible to acquire luminance information for color image
output and subject distance measurement through a single
instance of imaging. This is unlike in an imaging apparatus
having a plurality of imaging optical systems, where it would
be necessary to ensure matching characteristics and positions
between the plurality of imaging optical systems. Moreover,
even if the subject position changes with lapse of time during
the shooting of a motion video, an accurate distance from the
subject can be measured. Moreover, it is possible to obtain an
image with internal variety such that focus is placed on an
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arbitrary subject position, e.g., the main person or thing being
sharp, while leaving the background solely blurred. Herein-
after, embodiments of the imaging apparatus according to the
present invention will be described with reference to the
drawings.

Embodiment 1

FIG. 1 is a schematic diagram showing an imaging appa-
ratus A according to Embodiment 1. The imaging apparatus A
of the present embodiment includes: a lens optical system L
having an optical axis V; an array optical device K disposed
near the focal point of the lens optical system L; an imaging
device N; a first signal processing section C1; a second signal
processing section C2; and a storage section Me.

The lens optical system L is composed of: an optical ele-
ment [.1 on which light beams B1 to B4 from a subject (not
shown) are incident; a stop S on which light having passed
through the optical element [.1 is incident; and a lens 1.2 on
which light having passed through the stop S is incident. The
optical element [.1 has an optical region D1 and an optical
region D2, the optical region D2 having optical characteris-
tics for providing a different focusing characteristic from the
focusing characteristic associated with rays having passed
through the optical region D1. The optical element .1 may be
provided near the stop S.

FIG. 2 is a front view of the optical element L1 as viewed
from the subject side. The optical region D2 has optical sub-
regions d2A, d2B, and d2C. In the optical element [.1, the
optical region D1 and the optical subregions d2A, d2B, and
d2C are four divided, upper-lower/right-left parts around the
optical axis V as a center of boundary, in a plane which is
perpendicular to the optical axis V. The optical region D1 has
identical spectral transmittance characteristics to those of the
optical subregion d2B. The optical region D1 and the optical
subregions d2A and d2C have respectively different spectral
transmittance characteristics.

For example, the optical region D1 and the optical subre-
gion d2B have first spectral transmittance characteristics,
such that they mainly allow rays of the green band to pass
through, while absorbing rays in any other band. The optical
subregion d2A have second spectral transmittance character-
istics, such that it mainly allows rays of the red band to pass
through, while absorbing rays in any other band. The optical
subregion d1C has third spectral transmittance characteris-
tics, such that it mainly allows rays of the blue band to pass
through, while absorbing rays in any other band.

By providing filters which transmit light of different wave-
length bands (e.g., filters made of organic materials or dielec-
tric multilayer films) in portions of the optical element L1, for
example, it can be ensured that the light transmitted through
the respective regions of the optical region D1 and the optical
subregions d2A, d2B, and d2C have different wavelength
bands. Alternatively, the material of the optical element .1
itself may have spectral transmittance characteristics. For
example, in the case where the optical element [.1 is made of
aresin, coloring materials may be added to the resin to ensure
that the wavelength bands of light transmitted by the respec-
tive regions of the optical region D1 and the optical subre-
gions d2A, d2B, and d2C are different. In the case where the
optical element L1 is made of glass, microparticles, e.g.,
metals, may be added to the glass to ensure that the wave-
length bands of light transmitted by the respective regions are
different. Instead of using an absorbing material, multilay-
ered interference films may be formed on the surface of the
optical element L1 to ensure that the wavelength bands of
light transmitted by the respective regions are different. In
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this case, the optical element [.1 is a color filter of a reflection
type, which may be formed by vapor deposition technique or
the like.

In the example shown in FIG. 2, the focusing characteris-
tics associated with rays transmitted through the optical sub-
regions d2A, d2B, and d2C are identical. As a result, the same
sharpness at a predetermined subject distance is obtained,
whereby a natural color image can be obtained. However, it is
not necessary for the focusing characteristics associated with
rays transmitted through the optical subregions d2A, d2B,
and d2C to be identical.

In FIG. 2, a broken line s indicates where the stop S is. The
light beams B1, B2, B3, and B4 shown in FIG. 1 are light
beams passing through the optical region D1 and the optical
subregions d2A, d2B, and d2C of the optical element [.1,
respectively. The light beams B1, B2, B3, and B4 pass
through the optical element L1, the stop S, the lens [.2, and the
array optical device K in this order, and arrive at the imaging
plane Nion the imaging device N (shown in FI1G. 4 and so on).

FIG. 3 is a perspective view of the array optical device K.
On the face of the array optical device K closer to the imaging
device N, optical elements M1 are provided in a lattice form.
Each optical element M1 has cross sections (cross sections
along the vertical direction and along the lateral direction) in
arc shapes, each optical element M1 protruding toward the
imaging device N. Thus, the optical elements M1 are micro-
lenses, and the array optical device K is a microlens array.

As shown in FIG. 1, the array optical device K is provided
near the focal point of the lens optical system L, being at a
position which is a predetermined distance away from the
imaging plane Ni. Although the optical characteristics of the
optical element L1 will actually aftect the focusing charac-
teristic of the entire lens optical system L, the position of the
array optical device K may be determined based on the focal
point of the lens .2 as a reference, for example.

In the present embodiment, what is meant by “different
focusing characteristics™ is that, when a comparison is made
based on light of a predetermined wavelength, at least one of
the characteristics contributing to convergence of that light in
the optical system is different. Specifically, it is meant that,
when a comparison is made based on light of a predetermined
wavelength, light having passed through the optical regions
D1 and D2 is conducive to different focal lengths of the lens
optical system L, different distances from the subject at which
focus is achieved, different distance ranges in which sharp-
ness of a certain value or higher is obtained, and so on. By
adjusting the radii of curvature, aspheric coefficients, and
refractive indices of the optical regions D1 and D2, different
focusing characteristics of the lens optical system L can be
induced.

Inthe present embodiment, light having passed through the
optical region D1 and the optical subregions d2A, d2B, and
d2C through a single instance of imaging passes through the
lens L2 and thereafter enters the array optical device K. The
array optical device K causes light having passed through the
optical region D1 and the optical subregions d2A, d2B, and
d2C to each enter a pixel(s) of the imaging device N.

FIG. 4A is an enlarged diagram showing the array optical
device K and the imaging device N shown in FIG. 1, and FIG.
4B is a diagram showing relative positioning between the
array optical device K and pixels on the imaging device N.
The array optical device K is disposed so that the face on
which the optical elements M1 are formed is oriented toward
the imaging plane Ni.

As shown in FIG. 4B, pixels P are disposed in a matrix
shape on the imaging plane Ni. The pixels P can be classified
into pixels P1, P2, P3, and P4.
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For the sake of description, one set of pixels P1, P2, P3, and
P4 arranged in two rows by two columns is referred to as a
“pixel group Pg”. In one pixel group Pg, given that the posi-
tion of the pixel P11is (1, 1), then the pixel P2 is at position (2,
1), the pixel P3 at position (2, 2), and the pixel P4 at position
(1, 2). The pixel P1 and pixel P3, both of which are entered by
light of the green band, are disposed at oblique positions in
the plane of the imaging plane Ni. Thus, in the present
embodiment, the wavelength bands of light entering the pix-
els P1, P2, P3, and P4 may be arranged according to a Bayer
pattern. The positions of the pixel P1 and the pixel P3 may be
reversed. Any arrangement other than the Bayer pattern may
also be used. Since light of the respective wavelength bands of
R, G, and B is obtained with the optical region D1 and the
optical subregions d2A, d2B, and d2C, there is no need to
form color filters for the pixels P1, P2, P3, and P4, but mono-
chromatic sensors may be used.

The array optical device K is disposed so that the face on
which the optical elements M1 are formed is oriented toward
the imaging plane Ni. The array optical device K is arranged
so that one optical element M1 thereof corresponds to four
pixels, i.e., two rows by two columns of pixels P1 to P4 (pixel
group Pg), on the imaging plane Ni. Microlenses Ms are
provided on the imaging plane Ni so as to cover the surface of
the pixels P1, P2, P3, and P4.

The array optical device K is designed so that: (a large part
of) the light beam B1 having passed through the optical
region D1 (shown in FIG. 1, FIG. 2) on the optical element L1
(the light beam B1 indicated by solid lines in FIG. 1) reaches
the pixel P3 on the imaging plane Ni; (a large part of) the light
beam B2 having passed through the optical subregion d2A
reaches the pixel P4 on the imaging plane Ni; (a large part of)
the light beam B3 having passed through the optical subre-
gion d2B reaches the pixel P1 on the imaging plane Ni; and (a
large part of) the light beam B4 having passed through the
optical subregion d2C reaches the pixel P2 on the imaging
plane Ni. Specifically, the above construction is realized by
appropriately setting parameters such as the refractive index
of the array optical device K, the distance from the imaging
plane Ni, and the radius of curvature of the surface of the
optical elements M1.

The filters which are used in the optical region D1 and the
optical subregions d2A, d2B, and d2C are filters made of
organic materials, for example. Note that filters respectively
having the first spectral transmittance characteristics, the sec-
ond spectral transmittance characteristics, and the third spec-
tral transmittance characteristics mainly transmit rays of
mutually different wavelength bands. However, there may be
partial overlaps between the wavelength bands of light trans-
mitted by the respective filters. Moreover, without being lim-
ited to primary color filters of RGB, complementary color
filters (cyan, magenta, yellow) may also be used.

The stop S is a region through which light beams of all
angles of view will pass. Therefore, by inserting a surface
having optical characteristics for controlling the focusing
characteristic in the neighborhood of the stop S, it becomes
possible to control the focusing characteristic of light beams
of all angles of view alike. In other words, in the present
embodiment, the optical element .1 may be provided in the
neighborhood of the stop S. By disposing the optical regions
D1 and D2 for inducing different focusing characteristics of
the optical system L in the neighborhood of the stop S, the
light beam can be allowed to have a focusing characteristic
that is in accordance with the number of divided regions.

In FIG. 1, the optical element L1 is provided at a position
for allowing light having passed through the optical element
L1 to be incident on the stop S directly (i.e., not via any other
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optical member). The optical element [.1 may be provided on
the imaging device N side of the stop S. In that case, the
optical element [.1 may be provided between the stop S and
the lens 1.2, so that light having passed through the stop S is
incident on the optical element L1 directly (i.e., not via any
other optical member).

Moreover, the array optical device K has a function of
branching out into outgoing directions depending on the inci-
dent angle of the ray. Therefore, the light beam can be
branched out over the pixels on the imaging plane Ni so as to
correspond to the optical region D1 and the optical subregions
d2A, d2B, and d2C as divided near the stop S.

The first signal processing section C1 (shown in FIG. 1)
generates a color image by using a plurality of pieces of
luminance information obtained from the pixels P1, P2, P3,
and P4 through a single instance of imaging. Hereinafter, the
specific method of color image generation will be described.

In the optical system of the imaging apparatus A in FIG. 1,
the optical region D1 has a non-spherical surface, whereas the
optical region D2 (the optical subregions d2A, d2B, and d2C)
has a planar surface. For simplicity of description, it is
assumed that the lens L2 is an ideal lens free of aberration.

Since the optical region D2 has a planar surface, rays
having passed through the optical region D2 and the lens [.2
have no (or little) spherical aberration, as in the graph indi-
cated by a solid line in FIG. 5. When there is no spherical
aberration, the point spread distribution varies with an
increase in shift from the focal point. In other words, the point
spread distribution varies with changing subject distance.

Moreover, due to the aspherical shape of the optical region
D1, there is spherical aberration associated with rays having
passed through the optical region D1 and the lens .2 as shown
by the graph indicated by a broken line in FIG. 5. Such
spherical aberration can be imparted by adjusting the aspheri-
cal shape of the optical region D1. With such spherical aber-
ration, in a predetermined range near the focal point of the
lens optical system L, the point spread distribution associated
with rays having passed through the optical region D1 can be
kept substantially constant. In other words, the point spread
distribution can be kept substantially constant within the pre-
determined subject distance range.

FIG. 6 is a conceptual diagram of point spread distributions
for different subject distances. The left (as one faces the
figure) column in FIG. 6 shows what is obtained by extracting
only the point spread distribution of the pixel P3 while mask-
ing the point spread distributions of the pixels P1, P2, and P4
at 0 level. In other words, it is a point spread distribution
which is created by a light beam having passed through the
optical region D1. Moreover, the right column is obtained by
extracting only the point spread distribution of the pixel P1,
while masking the point spread distributions of the pixels P2,
P3, and P4 at 0 level. In other words, it is a point spread
distribution which is created by a light beam having passed
through the optical subregion d2B. It can be seen that the
point spread distribution of the pixel P3 is substantially con-
stant against changing subject distance, and that the point
spread distribution of the pixel P1 has its point image
decrease in size as the subject distance increases.

Sharpness also changes with changes in point spread dis-
tribution. Since the image sharpness increases as the point
image decreases in size, a graph indication of the relationship
between subject distance and sharpness will result in a rela-
tionship as shown in FIG. 7. In the graph of FIG. 7, G1
represents the sharpness in a predetermined region of an
image formed at the pixel P3 (green component)(an image
formed by light having passed through the optical region D1),
and G2, R, and B respectively represent the sharpnesses in a
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predetermined region of images formed at the pixel P1 (green
component), the pixel P4 (red component), and P2 (blue
component).

Sharpness can be determined based on differences between
the luminance values of adjacent pixels in an image block of
a predetermined size. Alternatively, it may be determined
based on a frequency spectrum obtained by applying Fourier
transform to the luminance distribution of an image block of
a predetermined size.

When determining a sharpness E in a block of a predeter-
mined size for each component of the pixels P1, P2, P3, and
P4 based on differences between the luminance values of
adjacent pixels, (math. 1) is used, for example.

[math. 1]

E=3 S Jan?+ay2
i

Since the pixels P1, P2, P3, and P4 compose a Bayer
pattern as mentioned earlier, the sharpness of each compo-
nent is to be determined through a calculation by extracting
pixel information from every other pixel along both the x
direction and the y direction of the image.

In (math. 1), Ax,; is a difference value between the lumi-
nance value of a pixel at coordinates (i,j) and the luminance
value ofa pixel at coordinates (i+2,j) within an image block of
a predetermined size; and Ay, ; is a difference value between
the luminance value of a pixel at coordinates (i,j) and the
luminance value of a pixel at coordinates (i,j+2), within the
image block of the predetermined size. The reason why the
calculation is done by using coordinate j and coordinate j+2 is
that, in an image obtained at each of the pixels P3 and P1,
luminance information along the lateral direction (x direc-
tion) or the vertical direction (y direction) is created for every
other pixel.

From the calculation of (math. 1), the greater the difference
between luminance values in the image block of the prede-
termined size is, the greater sharpness is obtained.

Although image sharpness can be determined by using
(math. 1) mentioned above, it may also be determined based
on a frequency spectrum obtained by applying Fourier trans-
form to the sharpness within the block of the predetermined
size.

FIGS. 8(a) to (¢) each show a luminance distribution in an
image block sized 16x16. Sharpness decreases in the order of
FIGS. 8(a), (b), (c). FIGS. 8(d) to (f) show frequency spec-
trums obtained by applying a two-dimensional Fourier trans-
form to the respective image blocks shown in FIGS. 8(a) to
(¢). In FIGS. 8(d) to (f), for ease of understanding, the inten-
sity of each frequency spectrum is indicated through logarith-
mic transformation, such that the more intense the frequency
spectrum is, the brighter it appears. In each frequency spec-
trum, the place of highest luminance in the center is a DC
component, and increasingly higher frequencies exist closer
to the peripheral portion.

In FIGS. 8(d) to (f), it can be seen that the higher frequency
spectrum is lost as the image sharpness decreases. Therefore,
in order to determine sharpness from any such frequency
spectrum, the entire frequency spectrum or a portion thereof
may be extracted, for example.

When generating a color image, the color image may be
generated by simply interpolating the chromatic information
that is lost for each pixel position on the basis of the lumi-
nance information of the pixels P1, P2, P3, and P4; however,
the sharpness of G1 is smaller than the sharpnesses of G2, B,
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and R as shown in FIG. 7, and therefore the color image may
be generated after enhancing the sharpness of G1.

FIGS. 9A to 9E is a diagram describing a method of
enhancing the sharpness of G1 based on the sharpnesses of
G2, B, and R. FIG. 9A shows a subject, which is a white-black
chart, and FIG. 9B is a diagram showing a cross section in the
luminance of the subject of FIG. 9A. As shown in FIG. 9B, the
luminance of the chart has a step-like cross section; however,
the image will have a luminance cross section as shown in
FIG. 9C when taken by placing the chart at a predetermined
position that is shifted slightly frontward from the subject
position at which the rays reaching the pixels P1, P2, and P4
are best focused, for example. In the graph of FIG. 9C, G1 is
a luminance cross section of an image which is generated at
the pixel P3 (green component), whereas G2, B, and R are
luminance cross sections of images which are generated at the
pixel P1 (green component), the pixel P2 (blue component),
and the pixel P4 (red component), respectively. Thus, the
luminance cross sections of G2, B, and R is closer to the
luminance cross section of the actual chart in FIG. 9B than is
the luminance cross section of GG1, therefore having a higher
sharpness.

When a white-black chart such as that shown in FIG. 9A is
imaged, the respective luminance cross sections of G2, B, and
R will have substantially identical cross sections; in actuality,
however, a subject image of every possible color component
will be taken, and the luminance cross sections of G2, B, and
R in FIG. 9C will not coincide in most cases. Therefore, the
respective sharpnesses may be detected from the luminance
cross sections of G2, B, and R, and a color component with a
high sharpness may be selected to sharpen the luminance
cross section of G1. Detection of sharpness is performed at a
sharpness detection section which is in the first signal pro-
cessing section C1. When a luminance cross section with a
high sharpness is selected, and its luminance cross section is
subjected to second-order differentiation, the distribution of
FIG. 9D is obtained, and the edge of an image of the color
component with a high sharpness can be detected. Next, by
subtracting the distribution of FIG. 9D from the G1 lumi-
nance distribution of FIG. 9C, the distribution of FIG. 9E is
obtained, whereby the G1 luminance distribution has been
sharpened. Now, when subtracting the distribution of FIG.
9D, the distribution of FIG. 9D may be multiplied by a pre-
determined coefficient, which then may be subtracted from
the G1 luminance distribution of FIG. 9C, thus controlling the
degree of sharpening G1.

Although the present embodiment illustrates the image
sharpening in one-dimensional terms for simplicity of
description, an image is two-dimensional and therefore a
two-dimensional sharpening process is actually to take place.

Through the above image processing, the sharpness of G1
which is indicated by a solid line in FIG. 7 can be sharpened
as in G1' which is indicated by a broken line, thus sharpening
the resultant color image.

FIG. 10 is a graph showing the relationship between sub-
ject distance and sharpness in the case where the optical
surface in the optical region D1 is changed from an aspherical
shape to a spherical shape in FIG. 1. In this case, too, the color
image can be sharpened similarly to FIG. 7.

In FIG. 10, different color components have a high sharp-
ness depending on the subject distance. Therefore, respective
sharpnesses are detected from the luminance cross sections of
G1, G2, R, and B, and the color component with the highest
sharpness is selected to sharpen any other color component.

Through the above image processing, the sharpnesses of
G1,G2, R, and B which are indicated by solid lines in FIG. 10
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can be respectively sharpened as in G1', G2', R', and B' which
are indicated by broken lines, thus sharpening the resultant
color image.

Next, another image sharpening technique will be
described. FIG. 11 is a diagram describing a method of
enhancing the sharpnesses of G2, B, and R based on G1',
which is a sharpness-enhanced version of G1. The construc-
tion of the optical regions D1 and D2 is the same as that in
FIG. 7, and the point spread distribution created by rays
having passed through the optical region D1 is substantially
constant within a predetermined subject distance range.
Therefore, the point spread distribution which is created by
extracting each pixel P3 (G1 component) is substantially
constant within a predetermined subject distance range. So
long as the point spread distribution is substantially constant
in the predetermined subject distance range, an image which
is formed by extracting the pixel P3 (G1 component) is restor-
able based on a predetermined point spread distribution,
regardless of the subject distance.

Hereinafter, a method of restoring a captured image based
on a previously stored point spread function will be
described. Assuming that the original image is f(X,y), and the
point spread distribution is h(x,y), the captured image g(x,y)
is expressed by (math. 2).

g(x,y):f(x,y)®h(x,y) (where ® represents convolu-

tion) [math. 2]

A Fourier transform applied to both sides of (math. 2) gives
(math. 3).

G(u,V)=R(u,v)H(u,v) [math. 3]

Now, by applying an inverse filter Hinv(u,v) of (math. 4) to
the deteriorated image G(u,v), a two-dimensional Fourier
transform F(u,v) of the original image is obtained as in (math.
5). By applying an inverse Fourier transform to this, the
original image f(x,y) can be obtained as a restored image.

1 [math. 4]

Hinv(u, v) = m

F(u, v) = Hinv(u, v)G(u, v) [math. 5]

However, it H(u,v) is 0 or has a very small value, Hinv(u,v)
will diverge; therefore, a Wiener filter Hw(u,v) as indicated
by (math. 6) is used for restoration from the deteriorated
image.

|H(u, v)|? [math. 6]

) = ) THn W + N G 1 o)

In (math. 6), N(u,v) is noise. Since usually the noise and the
original image F(u,v) are unknown, a constant k is actually
used to restore the deteriorated image with a filter of (math.
D.

1 | H(u, v [math. 7]

At = e T R vk

With such a restoration filter, the sharpness of G1 which is
indicated by a solid line in FIG. 11 can be sharpened as in G1'
which is indicated by a dotted line. Thus, according to the
present embodiment, by using a point spread function, optical
itis possibleto perform a restoration process for all regions of
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an image which is formed from luminance information of the
pixels that are reached by light entering the region D1. Since
a point spread function generally changes with the imaging
position of the optical system, a point spread function corre-
sponding to each imaging position may be used. However, in
an optical system whose point spread function hardly
depends on the imaging position, it is possible to perform a
restoration process for all regions of an image with a single
point spread function. While there is a need to store the point
spread function in advance in a memory or the like, use of a
single point spread distribution allows the amount of used
memory to be reduced. Furthermore, in a manner similar to
the method shown in FIG. 9, from the G1' luminance cross
section (restored sharpened image), respective sharpnesses
may be detected for each predetermined region (sharpness
detection section); the luminance cross section of a color
component with a high sharpness may be subjected to sec-
ond-order differentiation; and this may be subtracted from
(G2, B, and R, whereby the sharpnesses of G2, B, and R can be
improved as in G2', B', and R' which is indicated by a broken
line in FIG. 11. Thus, the luminance information components
of other pixels can be sharpened based on sharpness.

Through the above image processing, the sharpness of G1
and the sharpnesses of G2, B, and R which are indicated by
solid lines in FIG. 11 are improved as in G1' which is indi-
cated by a dotted line and G2', B', and R' which are indicated
by a broken line, thus sharpening the resultant color image.
Through such a sharpening process, the depth of field can be
further expanded from the sharpening process described in
FIG. 7.

Next, a specific method of determining subject distance
will be described.

FIG. 12 is a cross-sectional view showing the imaging
apparatus A of Embodiment 1. In FIG. 12, constituent ele-
ments which are identical to those in FIG. 1 are indicated by
the same alphanumeric expressions as in FIG. 1. Although
FIG. 12 omits the array optical device K (shown in FIG. 1 and
the like) from illustration, the array optical device K is actu-
ally included in a region H in FIG. 12. The region H has the
construction shown in FIG. 4A.

Table 1 and Table 2 show design data for the optical system
of the imaging apparatus A shown in FIG. 12. In Table 1 and
Table 2, Ri represents a paraxial radius of curvature (mm) of
each surface; di represents an inter-surface-center interval
(mm) of each surface; nd represents a d-line refractive index
of'the lens or filter; and v d represents a d-line Abbe number
of each optical element. Moreover, an aspherical shape is
expressed by (math. 8), where x is a distance from a tangent
plane of the surface vertex in the optical axis direction; his a
height from the optical axis; r is a paraxial radius of curvature;
k is a conical constant; and Am (m=4,6,8,10) is an m”
aspheric coefficient. Moreover, Table 3 shows spectral trans-
mittance characteristics of the optical region D1 and the opti-
cal subregions d2A, d2B, and d2C. The optical region D1 and
the optical subregion d2B have identical spectral transmit-
tance characteristics.

1 [math. 8]
r +A4h4+A6h6 +A8h8 +A10h10
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TABLE 1

lens data
focal length = 10 mm, F value = 2.8
angle of view 2w = 10°,
effective imaging circle = $1.75 mm

18

When the imaging apparatus is used, within the data which
is obtained through a single instance of imaging, a ratio in
sharpness between the first image I1 which is generated from
the pixel P3 (G1 component) alone and the second image 12

5 which is generated from the pixel P1 (G2 component) alone is
determined for each calculation block. Then, by using the

S“Ifabce Ri d g q correlations stored in the storage section Me, the subject
Vi . . . .
e ! ! distance can be determined. Specifically, for each calculation
object ® 4000 — — block, the sharpness ratio in the aforementioned correlation
R1 surface rzglon ® 0.5 15253 560 10 and the sharpness ratio between the first image 11 and the
A second image 12 are compared in value. Then, a subject dis-
region 2000 " .
Di tance that corresponds to a matching value between the two is
region ® regarded as the distance from the subject at shooting.
d2C In order to univocally determine the subject distance from
rzgzlgn “ 15 the ratio between the sharpness of the first image I1 generated
R2 surface o 0.1 _ _ from the pixel P3 alone and the sharpness of the second image
stop ® 10 — — 12 generated from the pixel P1 alone, it is necessary that the
R3 surface 5.332237 5 15253 560 sharpness ratio always varies throughout a predetermined
R4 surface -319.8501 6.75 — — bicct dist
image - > _ _ subject distance range. .
surface 20 InFIG. 7, FIG. 10, and FIG. 11, the sharpness ratio always
varies throughout the range Z, and thus the subject distance
can be univocally determined. Moreover, since the sharpness
TABLE 2
k A4 A6 A8 Al10
R1 region 0 0 0 0 0
surface D2
region 0 0.000064653  0.00018193 0 0
D1
R3surface  —0.296987 0.000421138 -0.000059237 0.000016321 —0.000001294
R4 surface 0 0.00274336  —0.000566209 0.000216386 —0.000026416
TABLE 3 values being too low would make it impossible to determine

spectral transmittance characteristics

region d2A 400 to 500 nm
region D1 500 to 600 nm
region d2C 600 to 700 nm
region d2B 500 to 600 nm

The first signal processing section C1 shown in FIG. 1
outputs a firstimage I1 (shown in FIG. 1) which is obtained by
extracting luminance information from the pixel P3 (G1 com-
ponent) and a second image 12 which is obtained by extract-
ing luminance information from the pixel P1 (G2 compo-
nent). Since the two optical regions D1 and D2 have mutually
different optical characteristics, the image sharpnesses (val-
ues calculated by using luminance) of the first and second
images 11 and 12 vary depending on the subject distance. In
the storage section Me (shown in FIG. 1), a correlation
between sharpness and subject distance of light having
passed through each of the optical regions D1 and D2 is
stored. In the second signal processing section C2 (shown in
FIG. 1), the distance from the subject can be determined
based on the sharpnesses of the first and second images I1 and
12 and the aforementioned correlations.

Herein, the range Z in FIG. 7 and FIG. 11 represents a
region in which G2 changes but in which G1 hardly changes.
In the range Z, the subject distance can be determined by
utilizing this relationship. For example, in the range Z, since
there is a correlation between the subject distance and the
ratio between the sharpnesses G1 and G2, the correlation
between the subject distance and the ratio between the sharp-
nesses G1 and G2 is stored in the storage section Me in
advance.

35 aratio, the sharpness values may be equal to or greater than a
certain value.

Note that the relationship between subject distance and
sharpness is determined from the radii of curvature, aspheric
coefficients, and refractive indices of the surfaces in the opti-

0 cal regions D1 and D2. In other words, the optical regions D1
and D2 need to have optical characteristics such that the ratio
between the sharpness of the first image I1 and the sharpness
of the second image 12 always varies throughout the prede-

45 termined distance range.

In the present embodiment, the subject distance may be
determined by using any value other than sharpness, e.g.,
contrast, so long as it is a value that is calculated by using
luminance (luminance information). Contrast can be deter-

50 mined from a ratio between the highest luminance value and
the lowest luminance value within a predetermined calcula-
tion block, for example. Sharpness is a difference between
luminance values, whereas contrast is a ratio between lumi-
nance values. A contrast may be determined from a ratio

55 between a point of the highest luminance value and a point of
the lowest luminance value, or a contrast may be determined
from a ratio between an average value of several points of the
largest luminance values and an average value of several
points of the lowest luminance values. When the subject

60 distance is within a certain range, the contrast of the first
image I1 and the contrast of the second image 12 have a
correlation with the subject distance. In the case of using
contrast to determine the subject distance, similarly to the
case of sharpness, a correlation between the subject distance

65 and the contrast ratio is stored in advance in the storage
section Me. In this case, the first signal processing section C1
includes a contrast detection section which detects the con-
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trast of the first image 11 obtained from the pixel P3 and the
contrast of the second image 12 obtained from the pixel P1. By
determining a contrast ratio between the first image [1 and the
second image 12 for each calculation block, it is possible to
determine the subject distance by utilizing the correlation
(second signal processing section C2).

Moreover, in the present embodiment, the subject distance
may be determined by using a value other than sharpness or
contrast, e.g., point spread distribution. Hereinafter, a method
of'determining a point spread distribution from the first image
11 and the second image 12 will be described.

When the aforementioned (math. 7) is used to restore the
first image I1 generated from the pixel P3 (G1 component)
alone, a restored image i1'(x,y) which is very close to the
original image f(x,y) is obtained. Now, assuming a second
image i2(x,y) which is generated from the pixel P1 (G2 com-
ponent) alone, and a point spread distribution h2(x,y) associ-
ated with rays passing through the optical region D2, it is
possible to express i2(x,y) by (math. 9).

2(x,y)=I1'(x,y) ®n2 (x,») (where ® represents convo-

lution) [math. 9]

A Fourier transform applied to both sides of (math. 9) gives
(math. 10).

DR2(uv)=I1"(u,v)H2(u,v) [math. 10]

Through transformation of (math. 10), frequency domain
values H2(u,v) of the point spread distribution h2(x,y) are
obtained as in (math. 11).

N 12(u, v)
T, v)

[math. 11]
H2(u, v)

By applying an inverse Fourier transform to this, a point
spread distribution h2(x,y) associated with rays passing
through the optical region D2 can be obtained.

Since the point spread distribution h2(x,y) associated with
rays passing through the optical region D2 varies with subject
distance, when the subject distance is within a certain range,
the point spread distribution h2(x,y) and the subject distance
have a correlation. This correlation can be utilized to deter-
mine the subject distance.

In the case of using a representative valueto express a point
spread distribution, the diameter of the point spread distribu-
tion can be used, for example. Similarly to the case of sharp-
ness or contrast, a correlation between subject distance and
point image diameter is stored in advance in the storage
section Me. By determining a point spread distribution from
the first image 11 or the second image 12 for each block, and
determining the diameter of the point image from the point
spread distribution, the subject distance can be determined
through correlation. The diameter of a point image can be
determined from the half-width of the point spread distribu-
tion, for example.

The present embodiment may be constructed so as to gen-
erate an image obtained through addition of the first image I1
and the second image 12 in the case where the radii of curva-
ture of the respective regions are made different from each
other as shown in FIG. 10. The distance range in which
sharpness attains a certain value or greater in the image gen-
erated through addition of the first image I1 and the second
image 12 is larger than those of the first image I1 and the
second image 12. In this case, the ratio between the sharpness
of'the image generated through addition and the sharpness of
either the first image I1 or the second image 12 has a correla-
tion with subject distance. By storing this correlation in

20

30

35

40

45

55

20

advance, it is possible to determine a subject distance for each
predetermined region of an image.

Note that the optical system ofthe imaging apparatus of the
present embodiment may be an image-side telecentric optical
system. As a result, even if the angle of view changes, inci-
dence occurs with the principal-ray incident angle of the array
optical device K having a value close to 0 degrees, so that the
crosstalk between light beams reaching the pixels P1, P2, P3,
and P4 can be reduced across the entire imaging region.

Although the present embodiment has illustrated the lens
L2 to be an ideal lens for simplicity of description as men-
tioned above, it is not necessary to employ an ideal lens. For
example, a non-ideal lens would have axial chromatic aber-
ration, but it is possible to select a color component with a
high sharpness to sharpen other color components as
described earlier; thus, a color image with sharpness can be
generated even without an ideal lens. Moreover, in the case of
determining the subject distance, the distance is to be deter-
mined based on a single color component (which in the
present embodiment is the green component); thus, there may
be some axial chromatic aberration.

Moreover, in the case of using a non-ideal lens, a construc-
tion that corrects for axial chromatic aberration at the optical
element .1 may be employed. Although the present embodi-
ment assumes that the optical region D2 (the optical subre-
gions d2A, d2B, and d2C) of the optical element L1 is all
planar surface, they may respectively have different optical
surfaces to correct for axial chromatic aberration. As
described earlier, rays having passed through the optical sub-
regions d2A, d2B, and d2C reach the pixel P4, the pixel P1,
and the pixel P2, respectively. Light of the red, green, and blue
wavelength components mainly reach the pixel P4, the pixel
P1, and the pixel P2, respectively; therefore, in the case where
a lens having axial chromatic aberration is adopted for the
lens 1.2, the optical surfaces of the optical subregions d2A,
d2B, and d2C may be allowed to have different optical powers
so that the respective wavelength bands of light have the same
focusing position. With such a construction, as compared to
the case where the optical subregions d2A, d2B, and d2C have
an equal optical power, the focusing positions of light trans-
mitted through the optical subregions d2A, d2B, and d2C can
be brought close to one another, whereby the axial chromatic
aberration occurring in the lens 1.2 can be corrected for by the
optical element L1. By correcting for the axial chromatic
aberration with the optical element L1, the number of lenses
composing the lens .2 can be reduced, thus downsizing the
optical system.

Although the optical element L1 and the lens .2 are sepa-
rate in the present embodiment, another possible construction
is where the lens [.2 has the optical regions D1 and D2, with
the optical element [.1 being eliminated. In this case, the stop
S may be disposed near the optical regions D1 and D2 of the
lens L.2.

Inthis Embodiment 1, the optical region D1 and the optical
subregion d2B are equal in area. With this construction, the
exposure times for the pixel P3 and the pixel P1 may be made
equal. In the case where the optical region D1 and the optical
subregion d2B have different areas, the exposure times for the
pixel P3 and the pixel P1 may be different. For example, when
the area of the optical region D1 is broader than the area of the
optical subregion d2B, the exposure time for the pixel P3 may
be shorter than the exposure time for the pixel P1.

Thus, according to the present embodiment, both a color
image and the subject distance can be obtained through a
single instance of imaging using a single imaging system. In
other words, through a single instance of imaging using the
imaging apparatus of the present embodiment, luminance
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information for a color image output and subject distance
measurement can be obtained. Then, using the luminance
information, both the color image and the subject distance can
be obtained. Since the subject distance can be calculated for
each calculation block, it is possible to obtain the subject
distance at any arbitrary image position in the color image.
Thus, it is also possible to obtain a subject distance map
across the entire image. Moreover, the distance from the
subject can be obtained with a single imaging system, which
is unlike in an imaging apparatus having a plurality of imag-
ing optical systems, where it would be necessary to ensure
matching characteristics and positions between the plurality
of imaging optical systems. Moreover, since rays enter the
optical regions D1 and D2 (optical subregions d2A, d2B, and
d2C) through a single instance of imaging, discrepancies
between images will not occur due to time lags in imaging.
Moreover, when a motion video is shot by using the imaging
apparatus of the present embodiment, an accurate distance
from the subject can be measured even if the subject position
changes with lapse of time.

In the present embodiment, the imaging apparatus may
have a construction as shown in FIG. 13. FIG. 13 is a diagram
showing another imaging apparatus according to Embodi-
ment 1. In the imaging apparatus shown in FIG. 13, the first
signal processing section C1 outputs a first image I1 obtained
from the pixel P3, a second image 12 obtained from the pixel
P1, and third and fourth images I3 and 14 obtained from the
pixels P2 and P4. A second signal processing section C2
performs a distance measurement calculation by using lumi-
nance information which is expressed as a difference (sharp-
ness) in luminance value between adjacent pixels in the first
image 11 and the second image 12. A third signal processing
section C3 generates a color image by merging at least two or
more images of different wavelength bands from among the
images 11 to 14 of respective wavelength bands.

In the construction shown in FIG. 13, a color image is
formed by merging the images 12, 13, and 14, for example.
Although it would be possible to use the image 11 instead of
the image 12, this in itself would result in an unnatural image
because the sharpness G1 for the subject distance is different
from G2, G3, or G4, as shown in FIG. 7. Therefore, in the case
of'using the image I1 for color image formation, a conversion
into a clear image through image processing may be per-
formed as indicated in FIG. 7. For example, a sharpening
process through a Laplacian filter process may be employed.

Table 1 assumes that the three optical subregions d2A,
d2B, and d2C have planar surfaces while the optical region
D1 has a non-spherical surface generating a substantially
constant point spread distribution. Alternatively, as shown in
FIG. 14, the optical region D1 may have a planar surface,
whereas the three optical subregions d2A, d2B, and d2C may
have optical surfaces generating a substantially constant point
spread distribution. Inthis case, similarly to FIG. 2, a distance
from the subject can be measured by using the images 11 and
12 having passed through the optical region D1 and the optical
subregion d2B. Moreover, a color image can be generated by
merging the images obtained from the respective pixels. At
this time, any image with a low sharpness may be sharpened
through image processing, so that a clear color image will be
obtained.

Moreover, as shown in FIG. 15, the optical region D1 and
the optical subregion d2C may have planar surfaces, whereas
the two optical subregions d2A and d2B may have optical
surfaces generating a substantially constant point spread dis-
tribution. In this case, it may do well to apply a sharpening
process to the image 14 and the image 12 before color image
formation.
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Embodiment 2

Embodiment 2 differs from Embodiment 1 in that a micro-
lens array is formed on the imaging plane. In the present
embodiment, any detailed description directed to similar sub-
ject matter to Embodiment 1 will be omitted.

FIGS. 16A and 16B are enlarged diagrams each showing
an array optical device K and an imaging device N. In the
present embodiment, the microlens array Md is formed on an
imaging plane Ni of the imaging device N. Similarly to
Embodiment 1 and the like, pixels P are disposed in a matrix
shape on the imaging plane Ni. A single optical element of a
microlens corresponds to the plurality of pixels P. In the
present embodiment, too, similarly to Embodiment 1, light
beams having passed through different regions of the optical
element L1 can be led to respectively different pixels. FIG.
16B is a diagram showing a variant of the present embodi-
ment. In the construction shown in FIG. 16B, microlenses Ms
are disposed on the imaging plane Ni so as to cover the pixels
P, and the array optical device K is stacked on the surface of
the microlens Ms. With the construction shown in FIG. 16B,
the efficiency of convergence can be enhanced over that of the
construction in FIG. 16A.

Embodiment 3

This Embodiment 3 differs from Embodiments 1 and 2 in
that a light-shielding member is provided at the boundaries
between optical regions of the optical element [.1. In the
present embodiment, any detailed description directed to
similar subject matter to Embodiment 1 will be omitted.

FIG.17Ais a front view in which a light-shielding member
Q is provided at the boundaries between optical regions D1
and D2 according to Embodiment 3. FIG. 17B is a front view
in which a light-shielding member Q is provided at the bound-
aries between an optical region D1 and optical subregions
d2A, d2B, and d2C according to Embodiment 3.

At the boundaries between regions, discontinuous changes
in shape cause level differences at the boundaries, possibly
causing unwanted light. Therefore, disposing the light-
shielding member Q atthe boundaries can suppress unwanted
light. As the light-shielding member Q, a polyester film with
carbon black knead therein or the like may be used, for
example. The light-shielding member Q may be formed so as
to be integral with the stop.

FIG. 17B shows an implementation in which the linear
light-shielding member Q is employed in such a manner that
the shapes of the portions partitioned by the light-shielding
member Q appear as sectors of a circle. In the present embodi-
ment, a light-shielding member may be used whose light-
transmitting portions are apertures in the shapes of circles,
ellipses, rectangles, etc., so that circles, ellipses, or rectangles
are obtained as the portions partitioned by the light-shielding
member Q.

Embodiment 4

FIG. 18 is a schematic diagram showing an imaging appa-
ratus A according to Embodiment 4. The imaging apparatus A
of the present embodiment includes: a lens optical system L.
having an optical axis V; an array optical device K disposed
near the focal point of the lens optical system L.; an imaging
device N; a second signal processing section C2; a third signal
processing section C3; and a storage section Me.

The lens optical system L is composed of: an optical ele-
ment [.1 including two optical regions D1 and D2 having
optical characteristics which provide mutually different
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focusing characteristics, and on which light beams B1 and B2
from a subject (not shown) are incident; a stop S on which
light having passed through the optical element 1.1 is inci-
dent; and a lens 1.2 on which light having passed through the
stop S is incident. The optical element [.1 may be provided
near the stop S.

FIG. 19 is a front view of the optical element [.1 as viewed
from the subject side. In the optical element [.1, the optical
regions D1 and D2 are two divided, upper-lower parts around
the optical axis V as a center of boundary, in a plane which is
perpendicular to the optical axis V. In FIG. 19, a broken line
s indicates where the stop S is. In FIG. 18, the light beam B1
is a light beam passing through the optical region D1 on the
optical element 1.1, and the light beam B2 is a light beam
passing through the optical region D2 on the optical element
L1. The light beams B1 and B2 pass through the optical
element L1, the stop S, the lens 1.2, and the array optical
device K in this order, and arrive at the imaging plane Ni on
the imaging device N (shown in FIG. 21 and so on).

FIG. 20 is a perspective view of the array optical device K.
On the face of the array optical device K closer to the imaging
device N, a plurality of optical elements M1, each longitudi-
nally extending in the lateral direction, are flanking along the
vertical direction in a plane which is perpendicular to the
optical axis V. The cross section (a cross section along the
vertical direction) of each optical element M1 has an arc
shape protruding toward the imaging device N. Thus, the
array optical device K has a lenticular lens construction.

As shown in FIG. 18, the array optical device K is provided
near the focal point of the lens optical system L, being at a
position which is a predetermined distance away from the
imaging plane Ni. Although the optical characteristics of the
optical element L1 will actually affect the focusing charac-
teristic of the entire lens optical system L, the position of the
array optical device K may be determined based on the focal
point of the lens [.2 as a reference, for example. In the present
embodiment, what is meant by “different focusing character-
istics” is that at least one of the characteristics contributing to
light convergence in the optical system is different, specifi-
cally: different focal lengths, different distances from the
subject at which focus is achieved, different distance ranges
in which sharpness of a certain value or higher is obtained,
and so on. By adjusting the radii of curvature, aspheric coef-
ficients, and refractive indices of the optical regions D1 and
D2, different focusing characteristics of the lens optical sys-
tem L can be induced.

In the present embodiment, light having passed through the
two optical regions D1 and D2 passes through the lens .2 and
thereafter enters the array optical device K. The array optical
device K causes light having passed through the optical
region D1 to enter the pixel P1 (shown in FIG. 21 and so on)
of the imaging device N and light having passed through the
optical region D2 to enter the pixel P2 of the imaging device
N.

FIG. 21A is an enlarged diagram showing the array optical
device K and the imaging device N shown in FIG. 18, and
FIG. 21B is a diagram showing relative positioning between
the array optical device K and pixels on the imaging device N.
The array optical device K is disposed so that the face on
which the optical elements M1 are formed is oriented toward
the imaging plane Ni. Pixels P are disposed in a matrix shape
on the imaging plane Ni. The pixels P can be classified into
pixels P1 and P2.

The pixels P1 are arranged in one row along the lateral
direction (row direction). Along the vertical direction (col-
umn direction), pixels P1 are arranged in every other row.
Moreover, the pixels P2 are arranged in one row along the
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lateral direction (row direction). Along the vertical direction
(column direction), pixels P2 are arranged in every other row.
Moreover, rows of pixels P1 and rows of pixels P2 alternate
along the vertical direction (column direction).

The array optical device K is arranged so that one optical
element M1 thereof corresponds to two rows of pixels, con-
sisting of one row of pixels P1 and one row of pixels P2, on the
imaging plane Ni. Microlenses Ms are provided on the imag-
ing plane Ni so as to cover the surface of the pixels P1 and P2.

The array optical device K is designed so that: a large part
of'the light beam B1 having passed through the optical region
D1 (shown in FIG. 18, FIG. 19) on the optical element 1 (the
light beam B1 indicated by solid lines in FIG. 18) reaches the
pixel P1 on the imaging plane Ni; and a large part of the light
beam having passed through the optical region D2 (the light
beam B2 indicated by broken lines in FIG. 18) reaches the
pixel P2 on the imaging plane Ni. Specifically, the above
construction is realized by appropriately setting parameters
such as the refractive index of the array optical device K, the
distance from the imaging plane Ni, and the radius of curva-
ture of the surface of the optical elements M1.

The stop S is a region through which light beams of all
angles of view will pass. Therefore, by inserting a surface
having optical characteristics for controlling the focusing
characteristic in the neighborhood of the stop S, it becomes
possible to control the focusing characteristic of light beams
of all angles of view alike. In other words, in the present
embodiment, the optical element [.1 may be provided in the
neighborhood of the stop S. By disposing the optical regions
D1 and D2 having optical characteristics which provide
mutually different focusing characteristics in the neighbor-
hood of the stop S, the light beam can be allowed to have a
focusing characteristic that is in accordance with the number
of divided regions.

In FIG. 18, the optical element L1 is provided at a position
for allowing light having passed through the optical element
L1 to be incident on the stop S directly (i.e., not via any other
optical member). The optical element [.1 may be provided on
the imaging device N side of the stop S. In that case, the
optical element [.1 may be provided between the stop S and
the lens 1.2, so that light having passed through the stop S is
incident on the optical element L1 directly (i.e., not via any
other optical member).

Moreover, the array optical device K has a function of
branching out into outgoing directions depending on the inci-
dent angle of the ray. Therefore, the light beam can be
branched out over the pixels on the imaging plane Ni so as to
correspond to the optical regions D1 and D2 as divided near
the stop S.

FIG. 22 is a flowchart describing processing by the signal
processing sections according to the present embodiment. A
signal processing section has a function of generating a refo-
cused image. As used herein, refocusing means, by using an
image which is obtained with an imaging apparatus (captured
image), reconstructing an image which is focused on a subject
which is at a desired (arbitrary) subject distance. Note that a
“subject distance” means the distance from the imaging appa-
ratus to a subject. Through refocusing, in an image, the sharp-
ness of a subject that is at a desired subject distance becomes
higher than the sharpness of the surrounding region. A refo-
cused image is an image in which the sharpness of a subject at
a desired subject distance is higher than the sharpness of the
surrounding region.

As shown in FIG. 22, at step ST1, first, luminance infor-
mation of an image obtained from the imaging device N is
acquired, and the image is sharpened as necessary. Herein,
specific examples of “luminance information™ are sharpness,
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contrast, and point spread distribution. As shown in FIG. 18,
images to be obtained from the imaging device N may be
either a first image I1 from the first pixel P1 or a second image
12 from the second pixel P2. In this step ST1, the luminance
information of these two images 11 and 12 is acquired.

Next, at step ST2, by using the luminance information, a
distance from the subject is calculated for each predetermined
region in the image, thus generating a depth map.

Next, at step ST3, based on the position at which focus is
desired (best focus position), PSF is generated for each sub-
ject position. The best focus position may be externally input
by a user to the imaging apparatus A, or may be determined by
the second signal processing section C2 in the imaging appa-
ratus A.

Finally, at step ST4, the PSFs which are determined based
on the depth map are convoluted into the sharpened image,
thus generating a refocused image at the arbitrary position.
For example, steps ST1 to ST3 are performed by the second
signal processing section C2, whereas step ST4 is performed
by the third signal processing section C3. Note that the image
sharpening step of step ST1 and steps ST2 and ST3 may be
reversed as necessary. Hereinafter, each item of the flowchart
will be specifically described.

First, step ST1 will be described. Hereinafter, a case will be
illustrated where the “luminance information” is sharpness.

Inthe optical system of the imaging apparatus A of FIG. 18,
the optical region D1 has a planar surface, whereas the optical
region D2 has an aspherical shape. For simplicity of descrip-
tion, it is assumed that the lens L2 is an ideal lens free of
aberration.

Since the surface of the optical region D1 is a planar sur-
face, rays having passed through the optical region D1 and the
lens [.2 have no spherical aberration, as indicated by a solid
line in FIG. 23. When there is no spherical aberration, the
point spread distribution varies with an increase in shift from
the focal point. In other words, the point spread distribution
varies with changing subject distance.

Moreover, due to the aspherical shape of the optical region
D2, there is spherical aberration associated with rays having
passed through the optical region D2 and the lens .2 as shown
by the graph indicated by a broken line in FIG. 23. Such
spherical aberration can be imparted by adjusting the aspheri-
cal shape of the optical region D2. With such spherical aber-
ration, in a predetermined range near the focal point of the
lens optical system L, the point spread distribution associated
with rays having passed through the optical region D2 can be
kept substantially constant. In other words, the point spread
distribution can be kept substantially constant within the pre-
determined subject distance range.

Sharpness also changes with changes in point spread dis-
tribution. Since the image sharpness increases as the point
image decreases in size, a graph indication of the relationship
between subject distance and sharpness will result in a rela-
tionship as shown in FIG. 24. In the graph of FIG. 24, G1
represents the sharpness in a predetermined region of an
image obtained at the pixel P1 (first image 11), and G2 rep-
resents the sharpness in a predetermined region of an image
obtained at the pixel P2 (second image 12).

Sharpness can be determined based on differences between
the luminance values of adjacent pixels in an image block of
a predetermined size. Alternatively, it may be determined
based on a frequency spectrum obtained by applying Fourier
transform to the luminance distribution of an image block of
a predetermined size.

When determining a sharpness E in a block of a predeter-
mined size based on differences between the luminance val-
ues of adjacent pixels, (math. 12) is used, for example.
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E= "%\ ax )+ (dy; ;7

i

[math. 12]

In (math. 12), Ax, , is a difference value between the lumi-
nance value of a pixel at coordinates (i,j) and the luminance
value ofa pixel at coordinates (i+1,j) within an image block of
a predetermined size; Ay, ; is a difference value between the
luminance value of a pixel at coordinates (i,j) and the lumi-
nance value of a pixel at coordinates (i,j+2) within the image
block of the predetermined size; and k is a coefficient. The
reason why the luminance value of Ay, ; in the y direction is
calculated by using coordinate j and coordinate j+2 is that, in
an image obtained at each of the pixels P1 and P2, luminance
information along the vertical direction (y direction) is cre-
ated for every other pixel. It is desirable that Ay, ; is multiplied
by a predetermined coefficient (e.g., k=0.5).

In each of the first and second images I1 and 12, luminance
information of the image in the y direction is missing for
every other pixel. The luminance information of any missing
pixel may be interpolated from the luminance information of
an adjacent pixel along the y direction. For example, if the
luminance information at coordinates (i,j+1) is missing from
the image, coordinates (i,j+1) may be interpolated by taking
an average of the luminance information of coordinates (i,j)
and coordinates (i,j+2). When determining the sharpness E of
coordinates (i,j+1) with (math. 1), it may be assumed that
k=1, and Ay, ; will be a difference value between the lumi-
nance value of a pixel at coordinates (i,j) and the luminance
value of a pixel at coordinates (i,j+1) (a value interpolated
from the luminance information of coordinates (i,j+2)) within
an image block of a predetermined size. From the calculation
of (math. 2), the greater the difference between luminance
values in the image block of the predetermined size is, the
greater sharpness is obtained.

Although image sharpness can be determined by using
(math. 12) mentioned above, it may also be determined based
on a frequency spectrum obtained by applying Fourier trans-
form to the sharpness within the block of the predetermined
size.

FIGS. 25(a) to (¢) each show a luminance distribution in an
image block sized 16x16. Sharpness decreases in the order of
FIGS. 25(a), (b), (c). FIGS. 25(d) to (f) show frequency
spectrums obtained by applying a two-dimensional Fourier
transform to the respective image blocks shown in FIGS.
25(a) to (¢). In FIGS. 25(d) to (), for ease of understanding,
the intensity of each frequency spectrum is indicated through
logarithmic transformation, such that the more intense the
frequency spectrum is, the brighter it appears. In each fre-
quency spectrum, the place of highest luminance in the center
is a DC component, and increasingly higher frequencies exist
closer to the peripheral portion.

In FIGS. 25(d) to (f), it can be seen that the higher fre-
quency spectrum is lost as the image sharpness decreases.
Therefore, in order to determine sharpness from any such
frequency spectrum, the entire frequency spectrum or a por-
tion thereof may be extracted, for example.

FIGS. 26A to 26E is a diagram describing a method of
enhancing the sharpness of G2 based on the sharpness of G1.
FIG. 26 A shows a subject, which is a white-black chart, and
FIG. 26B is a diagram showing a cross section in the lumi-
nance of the subject of FIG. 26 A. As shown in FIG. 26B, the
luminance of the chart has a step-like cross section; however,
the image will have a luminance cross section as shown in
FIG. 26C when taken by placing the chart at a predetermined
position that is shifted slightly frontward from the subject
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position at which the rays reaching the pixel P1 are best
focused, for example. In the graph of FIG. 26C, G1 is a
luminance cross section of an image which is generated at the
pixel P1, whereas G2 is a luminance cross section of an image
which is generated at the pixel P2. Thus, the luminance cross
section of G1 is closer to the luminance cross section of the
actual chart in FIG. 26B than is the luminance cross section of
(G2, therefore having a higher sharpness.

When the luminance cross section of G1 with a high sharp-
ness is subjected to a second-order differentiation, the distri-
bution of FIG. 26D is obtained, and the edge of the G1 image
can be detected. Next, by subtracting the distribution of FIG.
26D from the G2 luminance distribution of FIG. 26C, the
distribution of FIG. 26E is obtained, whereby the G2 lumi-
nance distribution has been sharpened. Now, when subtract-
ing the distribution of FIG. 26D, the distribution of FIG. 26D
may be multiplied by a predetermined coefficient, which then
may be subtracted from the G2 luminance distribution of F1G.
26C, thus controlling the degree of sharpening G2.

Although the present embodiment illustrates the image
sharpening in one-dimensional terms for simplicity of
description, an image is two-dimensional and therefore a
two-dimensional sharpening process is actually to take place.

Through the above image processing, the sharpness of G2
which is indicated by a solid line in FIG. 24 can be sharpened
as in G2' which is indicated by a broken line, thus sharpening
the resultant color image.

FIG. 27 is a graph showing the relationship between sub-
jectdistance and sharpness in the case where the surface in the
optical region D2 is changed from an aspherical shape to a
spherical shape in FIG. 18. In this case, too, the image can be
sharpened similarly to FIG. 24.

In the present embodiment, as shown in FIG. 27, different
components have a high sharpness depending on the subject
distance. Therefore, respective sharpnesses are detected from
the luminance cross sections of G1 and G2, and the compo-
nent with the higher sharpness is selected to sharpen any other
component.

Through the above image processing, the sharpnesses of
G1 and G2 which are indicated by solid lines in FIG. 27 can
be respectively sharpened as in G1' and G2' which are indi-
cated by broken lines, thus sharpening the resultant color
image.

Next, another image sharpening technique will be
described. FIG. 28 is a diagram describing a method of
enhancing the sharpness of G1 based on G2', which is a
sharpness-enhanced version of G2. The construction of the
optical regions D1 and D2 is the same as that in FIG. 24, and
the point spread distribution created by rays having passed
through the optical region D2 is kept substantially constant
within a predetermined subject distance range. Therefore, the
point spread distribution which is created by extracting the
pixel P2 (G2 component) is substantially constant within a
predetermined subject distance range. So long as the point
spread distribution is substantially constant in the predeter-
mined subject distance range, an image which is formed by
extracting the pixel P2 (G2 component) is restorable based on
a predetermined point spread distribution, regardless of the
subject distance.

Hereinafter, a method of restoring a captured image based
on a point spread distribution will be described. Assuming
that the original image is f(X,y), and the point spread distri-
bution is h(x,y), the captured image g(x.,y) is expressed by
(math. 13).

g(x,y):f(x,y)®h(x,y) (where ® represents convolu-

tion) [math. 13]
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A Fourier transform applied to both sides of (math. 13)
gives (math. 3).

G(uv)=F(u,v)H(u,v) [math. 3]

Now, by applying an inverse filter Hinv(u,v) of (math. 14)
to the deteriorated image G(u,v), a two-dimensional Fourier
transform F(u,v) of the original image is obtained as in (math.
15). By applying an inverse Fourier transform to this, the
original image f(x,y) can be obtained as a restored image.

1 [math. 14]

Hinv(u, v) = m

F(u, v) = Hinv(u, v)G(u, v) [math. 15]

However, if H(u,v) is 0 or has a very small value, Hinv(u,v)
will diverge; therefore, a Wiener filter Hw(u,v) as indicated
by (math. 16) is used for restoration from the deteriorated
image.

|H(u, v)? [math. 16]

) = ) TH s W+ N, )P /1P P

In (math. 16), N(u,v) is noise. Since usually the noise and
the original image F(u,v) are unknown, a constant k is actu-
ally used to restore the deteriorated image with a filter of
(math. 17).

1 |H(u, v)|? [math. 17]

Bt ) = e THw R vk

With such a restoration filter, the sharpness of G2 which is
indicated by a solid line in FIG. 28 can be sharpened as in G2'
which is indicated by a dotted line. Furthermore, in a manner
similar to the method shown in FIG. 26, the G2' luminance
cross section may be subjected to second-order differentia-
tion, and this may be subtracted from G1, whereby the sharp-
ness of G1 is enhanced to result in the sharpened G1' which is
indicated by a broken line in FIG. 28.

Through the above image processing, the sharpness of G2
and the sharpness of G1 which are indicated by solid lines in
FIG. 28 can be respectively sharpened as in G2' indicated by
a dotted line and G1'indicated by a broken line. Through such
a sharpening process, the depth of field can be expanded from
the sharpening process described in FIG. 24.

Next, the depth map generation at step ST2 in FIG. 22 will
be specifically described. The depth map is generated by
determining a subject distance for each predetermined region
(each calculation block) in a captured image.

To the second signal processing section C2 shown in FIG.
18, the first image 11 (shown in FIG. 18) obtained by extract-
ing the pixel P1 (G1 component) and the second image
obtained by extracting the pixel P2 (G2 component) are input.
Since the two optical regions D1 and D2 have mutually dif-
ferent optical characteristics, the image sharpnesses (values
calculated by using luminance) of the first and second images
11 and 12 vary depending on the subject distance. In the
storage section Me (shown in FIG. 18), a correlation between
sharpness and subject distance of light having passed through
each of the optical regions D1 and D2 is stored. In the third
signal processing section C3 (shown in FIG. 18), the distance
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from the subject can be determined based on the sharpnesses
of the first and second images 11 and 12 and the aforemen-
tioned correlations.

Herein, the range Z in FIG. 24 and FIG. 28 represents a
region in which G1 changes but in which G2 hardly changes.
In the range Z, the subject distance can be determined by
utilizing this relationship. For example, in the range Z, since
there is a correlation between the subject distance and the
ratio between the sharpnesses G1 and G2, the correlation
between the subject distance and the ratio between the sharp-
nesses G1 and G2 is stored in the storage section Me in
advance.

When the imaging apparatus is used, within the data (cap-
tured image) which is obtained through a single instance of
imaging, a ratio in sharpness between the first image 11 which
is generated from the pixel P1 (G1 component) alone and the
second image 12 which is generated from the pixel P2 (G2
component) alone is determined for each calculation block.
Then, by using the correlations stored in the storage section
Me, the subject distance can be determined. Specifically, for
each calculation block, the sharpness ratio in the aforemen-
tioned correlation and the sharpness ratio values of the first
image I1 and the second image 12. Then, a subject distance
that corresponds to a matching value between the two is
regarded as the distance from the subject at shooting.

In order to univocally determine the subject distance from
the ratio between the sharpness of the first image I1 generated
from the pixel P1 alone and the sharpness of the second image
12 generated from the pixel P2 alone, it is necessary that the
sharpness ratio always varies throughout a predetermined
subject distance range.

InFIG. 24, FIG. 27, and FIG. 28, the sharpness ratio always
varies throughout the range Z, and thus the subject distance
can be univocally determined. Moreover, since the sharpness
values being too low would make it impossible to determine
aratio, the sharpness values may be equal to or greater than a
certain value.

Note that the relationship between subject distance and
sharpness is determined from the radii of curvature, aspheric
coefficients, and refractive indices of the optical regions D1
and D2. In other words, the optical regions D1 and D2 need to
have optical characteristics such that the ratio between the
sharpness of the first image 11 and the sharpness of the second
image 12 always varies throughout the predetermined dis-
tance range.

In the present embodiment, the subject distance may be
determined by using any value other than sharpness, e.g.,
contrast, so long as it is a value that is calculated by using
luminance (luminance information). Contrast can be deter-
mined from a ratio between the highest luminance value and
the lowest luminance value within a predetermined calcula-
tion block, for example. Sharpness is a difference between
luminance values, whereas contrast is a ratio between lumi-
nance values. A contrast may be determined from a ratio
between a point of the highest luminance value and a point of
the lowest luminance value, or a contrast may be determined
from a ratio between an average value of several points of the
largest luminance values and an average value of several
points of the lowest luminance values. In the case of using
contrast to determine the subject distance, similarly to the
case of sharpness, a correlation between the subject distance
and the contrast ratio is stored in advance in the storage
section Me. By determining a contrast ratio between the first
image I1 and the second image 12 for each calculation block,
it is possible to determine the subject distance by utilizing the
correlation.
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Moreover, in the present embodiment, the subject distance
may be determined by using a value other than sharpness or
contrast, e.g., point spread distribution. Hereinafter, a method
of'determining a point spread distribution from the first image
11 and the second image 12 will be described.

When the aforementioned (math. 17) is used to restore the
second image 12 generated from the pixel P2 (G2 component)
alone, a restored image i2'(x,y) which is very close to the
original image f(x,y) is obtained. Now, assuming a first image
i1(x,y) which is generated from the pixel P1 (G1 component)
alone, and a point spread distribution h1(x,y) associated with
rays passing through the region D1, it is possible to express
11(x,y) by (math. 18).

il(xy)=i2'(x,y) ®hn1 (x,y) (where ® represents convo-

lution) [math. 18]

A Fourier transform applied to both sides of (math. 18)
gives (math. 19).

I1(uv)=D2'(u,v)H1 (u,v) [math. 19]

Through transformation of (math. 19), frequency domain
values H1(u,v) of the point spread distribution hl(x,y) are
obtained as in (math. 20).

1w, v)
12 (u, v)

[math. 20]

Hl(u, v) =

By applying an inverse Fourier transform to this, a point
spread distribution hl(x,y) associated with rays passing
through the region D1 can be obtained.

Since the point spread distribution h1(x,y) associated with
rays passing through the region D1 varies with subject dis-
tance, the point spread distribution h1(x,y) and the subject
distance have a correlation. This correlation can be utilized to
determine the subject distance.

Inthe case of using a representative value to express a point
spread distribution, the diameter of the point spread distribu-
tion can be used, for example. Similarly to the case of sharp-
ness or contrast, a correlation between subject distance and
point image diameter is stored in advance in the storage
section Me. By determining a point spread distribution from
the first image 11 or the second image 12 for each block, and
determining the diameter of the point image from the point
spread distribution, the subject distance can be determined
through correlation. The diameter of a point image can be
determined from the half-width of the point spread distribu-
tion, for example.

The present embodiment may be constructed so as to gen-
erate an image obtained through addition of the first image I1
and the second image 12 in the case where the radii of curva-
ture of the respective regions are made different from each
other as shown in FIG. 27. The distance range in which
sharpness attains a certain value or greater in the image gen-
erated through addition of the first image 11 and the second
image 12 is larger than those of the first image and the second
image. In this case, the ratio between the sharpness of the
image generated through addition and the sharpness of either
the firstimage I1 or the second image 12 has a correlation with
subject distance. By storing this correlation in advance, it is
possible to determine a subject distance for each predeter-
mined region of an image.

By calculating a subject distance(s) in a captured image,
and expressing the subject distance(s) in a monochromatic
luminance value(s) (e.g., 256 gray scale levels), an image
representing the depth information is obtained; this is the
depth map. FIG. 29(a) is a subject image (captured image)
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according to the present embodiment, whereas FIG. 29(b) is
a depth map of the subject image of FIG. 29(a). This is a
representation in 256 gray scale levels, where the whiter the
more frontward, and the blacker the more rearward the sub-
jectexists. In FIG. 29(b), the completely black portions in the
check pattern are places of error in distance measurement. In
a subject image, in any place with a broadly uniform lumi-
nance value, no change in sharpness occurs near its center,
thereby making distance measurement impossible. However,
refocused image generation is not affected by any place
where distance measurement is impossible because, near the
center of a range having a broadly uniform luminance value,
the image sharpness would not change irrespective of
whether a refocus calculation is applied or not. It is not
necessary that the depth map is in 256 gray scale levels; it may
be a 16-bit (i.e. 65536 gray scale levels) image; it does not
even need to be image data, but may be numerical data based
on distance. It may also contain negative values so long as
relative positioning of subjects can be indicated.

Next, the PSF generation at step ST3 in FIG. 22 will be
specifically described. PSF is generated for each subject posi-
tion (subject distance), for example. Furthermore, a PSF may
be generated for each angle of view (pixel or predetermined
region).

It may do well to express the PSF shape by a mathematical
expression, e.g., a Gaussian distribution (Gaussian function)
as indicated by (math. 21), because it is possible to obtain a
PSF at any arbitrary subject position on the fly, through
simple calculation according to the mathematical expression;
this way, there is no need to store enormous subject PSF data
in a memory in advance.

[math. 21]

I 2+ f
Weight(i, /) = exp T

o=k-d+0.001

Herein, i is a lateral coordinate in the PSF; j is a vertical
coordinate in the PSF; and (i,j)=(0,0) represents the center of
the PSF. Weight(i,j) is the intensity (weight) of the PSF at i,j;
and d is the subject distance, such that the best focus position
is expressed as the origin (d=0). As used herein, the “best
focus position” refers to a subject position (subject distance)
at which intensity change in the PSF takes a local maximum.
If the “intensity change in the PSF” is large, the PSF has a
sharp peak, e.g., the peak has a small half-width. If the “inten-
sity change in the PSF” is small, the PSF has a gentle peak;
e.g., the peak may have a large half-width. Moreover, k is a
coefficient for gain adjustment, which adjusts the intensity
change in the PSF. The addition “0.001”* to o is a constant for
preventing divergence when (i,j)=(0,0), which has been
selected to be a sufficiently small value relative to k-d. This
constant does not need to be “0.001”, and may be changed as
appropriate.

FIG. 30 is a PSF cross-sectional intensity distribution as
determined by the Gaussian distribution of (math. 21), where
the plotting is made based on j=0, i=-5t0 5, 0=1.4. When i=0,
j=0, the PSF has the highest intensity and has a distribution
which is symmetric between right and left (rotation symmet-
ric). Although it is not necessary that the intensity distribution
of'the PSF is rotation symmetric, rotational symmetry would
be desirable in order to generate a non-biased natural refo-
cused image.

Intensity change (how sharp it is) in the PSF is adjusted by
k. It must be set so that the PSF is sharpest when the subject
position is at the best focus position and becomes more gentle
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as the subject position becomes farther away from the best
focus position. The particular subject position to become the
best focus position can be arbitrarily set. The best focus
position may be externally input by a user, or determined by
the second signal processing section C2. In the case where the
user determines the best focus position, the user may select a
region in the image, and the second signal processing section
C2 may determine the subject distance in the region that has
been selected by the user and designate it as the best focus
position. Alternatively, the user may directly choose the sub-
jectdistance. Once the best focus position is determined, that
subject position is defined as the origin.

FIG. 31 is a conceptual diagram of changes in the PSF
cross-sectional intensity distribution when focusing on the
subject positiond2. In FIG. 31A, the gradient of PSF intensity
is gentler at a subject position d3, which is slightly distant
from the subject position d2, than at the subject position d2.
The gradient of PSF intensity is even gentler at a more distant
subject position d1. By setting the origin of d (=0) at the best
focus position in (math. 21), it is ensured that the absolute
value of a increases as the subject position becomes more
distant from the best focus position, thus allowing a more
gentle gradient of PSF intensity to be set. Moreover, by
increasing the k value in (math. 21), it is possible to adjust the
degree of change in the intensity distribution of the PSF
relative to subject position. FIG. 31B illustrates a case where
the k value is increased from FIG. 31A. In FIG. 31B, the
intensity distribution of the PSF changes more drastically
with the subject position than in FIG. 31A; and, given the
same subject position d1 (or d3), the intensity distribution of
the PSF has a gentler gradient in FIG. 31B. The k value may
be thus adjusted as appropriate, and changes in the blur of an
image as described later may be adjusted. Although the o
equation in (math. 21) undergoes linear change against d, a
non-linear function such as a quadric function or a polyno-
mial may also be used, other than a linear function. Using a
non-linear function makes it possible to non-linearly adjust
intensity changes in the PSF against the subject position d,
i.e., changes in blur.

Although FIGS. 31A and 31B shows one cross section of
PSF intensity, a PSF is two-dimensional data also having
expanse in the depth direction. For the actual calculation, a
two-dimensional matrix of intensity as shown in FIG. 32 may
well be used. With (i,j)=(0,0) being the origin, (math. 21) can
be used for the calculation. It is desirable that the number of
rows and the number of columns in the matrix are the same,
both of which are desirably odd numbers, because this will
allow one origin to be set in the center of the matrix, and
provide a PSF which is rotation symmetric around that axis.
Although the number of rows and the number of columns in
the matrix may be arbitrary, the greater they are, the greater
the amount of blur can be. On the other hand, as the number
ofrows and the number of columns in the matrix decrease, the
calculation time can be reduced. In FIG. 32, (a) shows a 3x3
matrix, (b) shows a 5x5 matrix, and (¢) shows a 7x7 matrix of
two-dimensional distribution of PSF intensity. Similarly to
FIG. 30, it is assumed that 0=1.4. The values in the matrix
may well be normalized so that the matrix product equals 1.
Specifically, after calculating values according to (math. 21),
a product of all components in the matrix may be calculated,
and each component may be divided by that product. The
reason for performing normalization is to prevent change in
luminance of the image after convolution in the subsequent
refocus. By normalizing the intensity product of the PSF to 1,
it becomes possible to maintain a constant image brightness
in both the image before the refocusing and the image after
the refocusing. Normalization of PSF data may be performed
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at the time of PSF calculation, or performed immediately
before the refocusing process. For reference, FIG. 33A shows
animage expressionin 256 gray scale levels of numerical data
of the PSF intensity distribution of the 7x7 matrix in FIG.
32(c). Likewise, FIG. 33B is a three-dimensional graph of
FIG. 32(¢).

Instead of using a mathematical expression, the actual PSF
value pertaining to the optical system might be used for the
PSF calculation; in this case, however, the need to previously
calculate a PSF for each subject distance through simulation
at every certain interval requires an enormous amount of
memory for the database. On the other hand, by using a
Gaussian distribution in the form of a mathematical expres-
sion, it becomes possible to generate a PSF at any arbitrary
subject position at the time of refocus calculation, thus saving
memory and reducing calculation time. Moreover, when
expressed as a Gaussian distribution, the PSF when the sub-
ject position is at the best focus position will have 1 at the
center and be surrounded by 0’s, which means that the image
at the best focus position will not be deteriorated. In other
words, intensity change in the PSF at the best focus position
is greater than the intensity change in the PSF at any other
subject position, and intensity change in the PSF becomes
smaller as the subject position becomes away from the best
focus position along the subject distance direction.

Note that the mathematical expression representing a PSF
may be an equation other than that of a Gaussian distribution.
For example, it may be an equation of a non-spherical surface
that contains higher orders.

Next, the refocused image generation at step ST4 of FIG.
22 will be described. This process is performed, using the
subject distances determined at step ST2 and the PSFs gen-
erated at step ST3, by the third signal processing section C3.
In correspondence with the depth map of FIG. 29(5), a PSF
convolution process is performed for each pixel of the sharp-
ened image. For example, if the subject position at a given
pixel (i,j)=(iy.jo) in the depth map is d1 in FIG. 31, a convo-
Iution calculation is performed by using the PSF at d1 for a
matrix which is centered around the pixel (i,,],) of the sharp-
ened image (=a matrix having the same numbers of rows and
columns as in the PSF). This operation is performed for every
pixel of the sharpened image. This process provides a refo-
cused image with internal variety such that focus is placed
only on a desired place(s) while leaving anything else blurred,
as opposed to the sharpened image, which has little image
blur at any and all subject positions.

FIG. 34 is an image obtained by refocusing the subject
image of FIG. 29(a) based on the depth map of FIG. 29(b).
Processing was performed by assuming that: the best focus
position (corresponding to d2 in FIG. 31) is the oranges in the
front; the PSF matrix has 15x15 regions; k=1. It can be seen
that the image of FIG. 29(a) is uniformly focused, whereas
the refocused image of FIG. 34 has a frontward focus, the
remaining background becoming more blurred as it gets far-
ther away. Note that, in FIG. 29(5), any place of distance
measurement detection error may be exempted from the refo-
cusing process through an exception handling. Alternatively,
they may be subjected to refocusing by using a value at an
arbitrary subject distance because, since those are regions
with a constant luminance value, sharpness will not change
irrespective of whether refocusing is applied or not.

In the present embodiment, within step ST1, only the pro-
cess of determining image sharpness (luminance informa-
tion) may be performed, while omitting the image sharpening
process. In this case, the image (captured image) which has
been acquired from the sensors (photodiodes) may directly be
subjected to a refocusing process. Herein, the image acquired
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from the sensors may be the first or second image 11 or 12
shown in FIG. 18, or an image that contains images from the
first and second pixels P1 and P2. In the case of omitting the
sharpening process, it is preferable to use the G1 image (first
image 11) having the higher sharpness in FIG. 28. Such a
process is especially effective in the case where blurred por-
tions are supposed to become even more blurred for further
empbhasis.

Moreover, only specific regions of the image may be sub-
jected to a refocusing process. The calculation time can be
reduced by processing only the portions where blur is desired.

Without necessarily using a PSF, for example, regions
where blur is desired may be exclusively subjected to a spatial
filter process, e.g., an averaging filter, thus creating blur.
Moreover, region where sharpening is desired may be exclu-
sively subjected to a spatial filter process, e.g., a sharpening
filter, thus sharpening the subject image of interest. In these
cases, without performing step ST3 of the flowchart shown in
FIG. 22, regions where blur is desired (or regions where
sharpening is desired) may be determined based on the depth
map at step ST4, and a spatial filter process may be per-
formed.

Now, an exemplary method of refocused image generation
in the case where the sharpening process of step ST1 in FIG.
22 is omitted will be described.

At step ST1, after obtaining luminance information of the
image, a predetermined region with the highest sharpness
(i.e., focused) is detected. Then, based on the depth map
generated at step ST2, a blurring process is performed for
every predetermined region, in accordance with the distance
from a subject that has been detected as the region with the
highest sharpness. For example, a blurring process may be
performed so that more blur is applied to regions which are
located at farther (rather than closer) distance from the subject
that has been detected as the region with the highest sharp-
ness. As a result, places which are not focused and thus are
blurred can be made more blurred for emphasis. Moreover,
the region which has been detected as the region with the
highest sharpness may be sharpened by using a restoration
filter or a spatial filter. As a result, the sharp region and the
blurred regions within a captured image can be more empha-
sized. Note that, when sharpening is performed by using a
restoration filter in this method, the PSF (point spread distri-
bution) used may be retained in the form of a mathematical
function, or what is determined in advance for each subject
distance from the characteristics of the optical system may be
retained for use. More desirably, PSFs for different angles of
view may be retained for use, in order to realize sharpening
with a higher precision.

Moreover, convolution at the end portions of an image may
be separately handled by a branched calculation process
because of there being scarce pixels in the original image. For
example, a part of a PSF may be used so as to be adapted to a
partial vignetting at the image end portions.

As the PSF convolution calculation process, Fourier trans-
form may be used. For example, DFT (Discrete Fourier
Transform) or FFT (Fast Fourier Transform) may be used,
whereby the calculation time can be reduced. This is espe-
cially effective when there is a broad region (predetermined
region) in which the subject distance remains constant, where
the region with the constant subject distance is to be regarded
as one block in the calculation. For example, a matrix of PSFs
matching the block size of the image for calculation may be
generated, and each may be subjected to a Fourier transform
so thata calculation may be performed in the frequency space.
Once subjected to a Fourier transform, a convolution calcu-
lation requires much less calculation because, in the fre-
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quency space, calculation can be achieved via multiplication
between respective components. After obtaining a multipli-
cation product in the frequency space, it may be subjected to
an inverse Fourier transform, whereby an image similar to
what would be obtained through a convolution calculation
can be obtained.

Note that the optical system of the imaging apparatus of the
present embodiment may be an image-side telecentric optical
system. As a result, even if the angle of view changes, inci-
dence occurs with the principal-ray incident angle of the array
optical device K having a value close to 0 degrees, so that the
crosstalk between light beams reaching the pixels P1 and P2
can be reduced across the entire imaging region.

Although the present embodiment has illustrated the lens
L2 to be an ideal lens for simplicity of description as men-
tioned above, it is not necessary to employ an ideal lens.

Although the optical element [.1 and the lens [.2 are sepa-
rate in the present embodiment, another possible construction
is where the lens [.2 has the optical regions D1 and D2, with
the optical element [.1 being eliminated. In this case, the stop
S may be disposed near the optical regions D1 and D2 of the
lens L2.

Thus, according to the present embodiment, through (e.g. a
single instance of) imaging using a single imaging system,
both an image and the subject distance can be obtained. Since
a subject distance can be calculated for each calculation
block, it is possible to acquire the subject distance at any
arbitrary position in the image. Therefore, it is also possible to
acquire a depth map across the entire image. Thus, after the
capturing has been done, it is possible to focus on every
subject in the image.

Moreover, the distance from the subject can be obtained
with a single imaging system, which is unlike in an imaging
apparatus having a plurality of imaging optical systems,
where it would be necessary to ensure matching characteris-
tics and positions between the plurality of imaging optical
systems. Moreover, when a motion video is shot by using the
imaging apparatus of the present embodiment, an accurate
distance from the subject can be measured even if the subject
position changes with lapse of time.

Embodiment 5

This Embodiment 5 differs from Embodiment 4 in that a
plurality of best focus positions are provided discretely. In the
present embodiment, any detailed description directed to
similar subject matter to Embodiment 4 will be omitted.

In the present embodiment, as shown in FIG. 35, best focus
position are set at two places or an arbitrary plural number of
places. In addition to the position d2, the position d4 is also a
best focus position. Although the position d5 is in between the
position d2 and the position d4, its intensity distribution of the
PSF is gentler than those of the positions d2 and d4. To
provide “a plurality of best focus positions discretely” means
that there exist a plurality of points at which intensity change
in the PSF takes a local maximum (best focus positions), such
that intensity change in any PSF between the plurality of best
focus positions is smaller than the intensity change at the best
focus positions. Note that the size of intensity change in the
PSF may be different between the plurality of best focuses.

In order to set best focus positions at two places, a may be
expressed in a quartic function in (math. 21). It is not neces-
sary to employ a quartic function; any higher order, or an
exponential or logarithmic expression may be used. By using
the method shown in FIG. 35, in an image in which two
people, i.e., one person in the close neighborhood and one
person in the distance, are captured, it becomes possible to
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focus on both of the person in the close neighborhood and the
person in the distance, while blurring any other background.
This is a technique which cannot be achieved with conven-
tional optical systems. For example, even with a blur effect
that is attained by a single-lens reflex camera having a very
small Fno, it is only possible to achieve focus at one subject
position in the close neighborhood, in the distance, or some-
where in between. Without being limited to two arbitrary
places, objects at any larger plural number of places may be
chosen for best focus, while blurring anything else.

Embodiment 6

This Embodiment 6 differs from Embodiment 4 in that
filters having spectral transmittance characteristics are pro-
vided on the pixels. In the present embodiment, any descrip-
tion directed to similar subject matter to Embodiment 4 will
be omitted.

FIG. 36 is a schematic diagram showing an imaging appa-
ratus A according to Embodiment 6. The imaging apparatus A
of the present embodiment includes: a lens optical system L.
having an optical axis V; an array optical device K disposed
near the focal point of the lens optical system L.; an imaging
device N; a second signal processing section C2; a third signal
processing section C3; a first signal processing section C1;
and a storage section Me.

FIG. 37A is an enlarged diagram showing the array optical
device K and the imaging device N shown in FIG. 36, and
FIG. 37B is a diagram showing relative positioning between
the array optical device K and pixels on the imaging device N.
The array optical device K is disposed so that the face on
which the optical elements M1 are formed is oriented toward
the imaging plane Ni. Pixels P are disposed in a matrix shape
on the imaging plane Ni. The pixels P can be classified into
pixels P1, P2, P3, and P4.

Filters having first spectral transmittance characteristics
are provided on the pixels P1 and P2, so as to mainly allow
rays of the green band to pass through, while absorbing rays
in any other band. A filter having second spectral transmit-
tance characteristics is provided on the pixel P3, so as to
mainly allow rays of the red band to pass through, while
absorbing rays in any other band. A filter having third spectral
transmittance characteristics is provided on the pixel P4, so as
to mainly allow rays of the blue band to pass through, while
absorbing rays in any other band.

Pixels P1 and pixels P3 alternate within the same row.
Moreover, pixels P2 and pixels P4 alternate within the same
row. Rows of pixels P1 and P3 and rows of pixels P2 and P4
alternate along the vertical direction (column direction).
Thus, the plurality of pixels P1, P2, P3, and P4 compose a
Bayer pattern. In the case where the pixels P1, P2, P3, and P4
are arranged in a Bayer pattern, the pixel P1 and the pixel P2
both having a filter transmitting light of the green band are
disposed at oblique positions in the plane of the imaging plane
Ni. The positions of the pixel P3 and the pixel P4 may be
reversed.

The array optical device K is arranged so that one optical
element M1 thereof corresponds to two rows of pixels, con-
sisting of one row of pixels P1 and P3 and one row of pixels
P2 and P4, on the imaging plane Ni. Microlenses Ms are
provided on the imaging plane Ni so as to cover the surface of
the pixels P1, P2, P3, and P4.

The array optical device K is designed so that: a large part
of'the light beam B1 having passed through the optical region
D1 (shown in FIG. 36, FIG. 19) on the optical element 1 (the
light beam B1 indicated by solid lines in FIG. 36) reaches the
pixels P1 and P3 on the imaging plane Ni; and a large part the
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light beam having passed through the optical region D2 (the
light beam B2 indicated by broken lines in FIG. 36) reaches
the pixels P2 and P4 on the imaging plane Ni. Specifically, the
above construction is realized by appropriately setting
parameters such as the refractive index of the array optical
device K, the distance from the imaging plane Ni, and the
radius of curvature of the surface of the optical elements M1.

The stop S is a region through which light beams of all
angles of view will pass. Therefore, by inserting a surface
having optical characteristics for controlling the focusing
characteristic in the neighborhood of the stop S, it becomes
possible to control the focusing characteristic of light beams
of all angles of view alike. In other words, in the present
embodiment, the optical element .1 may be provided in the
neighborhood of the stop S. By disposing the optical regions
D1 and D2 having optical characteristics which provide
mutually different focusing characteristics in the neighbor-
hood of the stop S, the light beam can be allowed to have a
focusing characteristic that is in accordance with the number
of divided regions.

In FIG. 36, the optical element L1 is provided at a position
for allowing light having passed through the optical element
L1 to be incident on the stop S directly (i.e., not via any other
optical member). The optical element [.1 may be provided on
the imaging device N side of the stop S. In that case, the
optical element [.1 may be provided between the stop S and
the lens L2, so that light having passed through the stop S is
incident on the optical element L1 directly (i.e., not via any
other optical member).

Moreover, the array optical device K has a function of
branching out into outgoing directions depending on the inci-
dent angle of the ray. Therefore, the light beam can be
branched out over the pixels on the imaging plane Ni so as to
correspond to the optical regions D1 and D2 as divided near
the stop S.

The first signal processing section C1 (shown in FIG. 36)
generates a color image by using luminance information from
the plurality of pixels P1, P2, P3, and P4. Hereinafter, the
specific method of color image generation will be described.

Inthe optical system of the imaging apparatus A of FIG. 36,
the optical region D1 has a planar surface, whereas the optical
region D2 has an aspherical shape. For simplicity of descrip-
tion, it is assumed that the lens L2 is an ideal lens free of
aberration.

Since the surface of the optical region D1 is a planar sur-
face, there is no spherical aberration associated with rays
having passed through the optical region D1 and the lens .2,
asindicated by a solid line in the graph of FIG. 23. When there
is no spherical aberration, the point spread distribution varies
with an increase in shift from the focal point. In other words,
the point spread distribution varies with changing subject
distance.

Moreover, due to the aspherical shape of the optical region
D2, there is spherical aberration associated with rays having
passed through the optical region D2 and the lens .2 as shown
by the graph indicated by a broken line in FIG. 23. Such
spherical aberration can be imparted by adjusting the aspheri-
cal shape of the optical region D2. With such spherical aber-
ration, in a predetermined range near the focal point of the
lens optical system L, the point spread distribution associated
with rays having passed through the optical region D2 can be
kept substantially constant. In other words, the point spread
distribution can be kept substantially constant within the pre-
determined subject distance range.

Sharpness also changes with changes in point spread dis-
tribution. Since the image sharpness increases as the point
image decreases in size, a graph indication of the relationship
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between subject distance and sharpness will result in a rela-
tionship as shown in FIG. 38. In the graph of FIG. 38, G1 and
R respectively represent the sharpnesses in a predetermined
region of images generated at the pixels P1 (green compo-
nent) and P3 (red component), whereas G2 and B respectively
represent the sharpnesses in a predetermined region of
images generated at the pixels P2 (green component) and P4
(blue component).

Sharpness can be determined based on differences between
the luminance values of adjacent pixels in an image block of
a predetermined size. Alternatively, it may be determined
based on a frequency spectrum obtained by applying Fourier
transform to the luminance distribution of an image block of
a predetermined size.

When determining a sharpness E in a block of a predeter-
mined size for each component of the pixels P1, P2, P3, and
P4 based on differences between the luminance values of
adjacent pixels, (math. 22) is used, for example.

[math. 22]

E=) D @ + Ay

: J

Since the pixels P1, P2, P3, and P4 compose a Bayer
pattern as mentioned earlier, the sharpness of each compo-
nent is to be determined through a calculation by extracting
pixel information from every other pixel along both the x
direction and the y direction of the image.

In (math. 22), Ax, ; is a difference value between the lumi-
nance value of a pixel at coordinates (i,j) within an image
block of a predetermined size and the luminance value of a
pixel at coordinates (i+2,j); and Ay, ; is a difference value
between the luminance value of a pixel at coordinates (i,j) and
the luminance value of a pixel at coordinates (i,j+2), within
the image block of the predetermined size.

From the calculation of (math. 22), the greater the differ-
ence between luminance values in the image block of the
predetermined size is, the greater sharpness is obtained.

When generating a color image, the color image may be
generated by simply interpolating the chromatic information
that is lost for each pixel position on the basis of the lumi-
nance information of the pixels P1, P2, P3, and P4; however,
the sharpnesses 0of G2 and B is smaller than the sharpnesses of
G1 and R as shown in FIG. 38, and therefore the color image
may be generated after enhancing the sharpnesses of G1 and
R.

FIGS. 39A to 39B is a diagram describing a method of
enhancing the sharpnesses of G2 and B based on the sharp-
nesses of G1 and R. FIG. 39A shows a subject, which is a
white-black chart, and FIG. 39B is a diagram showing a cross
section in the luminance of the subject of FIG. 39A. As shown
in FIG. 39B, the luminance of the chart has a step-like cross
section; however, the image will have a luminance cross
section as shown in FIG. 39C when taken by placing the chart
at a predetermined position that is shifted slightly frontward
from the subject position at which the rays reaching the pixels
P1 and P3 are best focused, for example. In the graph of FIG.
39C, G1 and R are luminance cross sections of images gen-
erated at the pixels P1 (green component) and P3 (red com-
ponent), respectively, whereas G2 and B are luminance cross
sections of images generated at the pixels P2 (green compo-
nent) and P4 (blue component), respectively. Thus, the lumi-
nance cross sections of G1 and R are closer to the luminance
cross section of the actual chart in FIG. 39B than are the
luminance cross sections of G2 and B, therefore having a
higher sharpness.
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When a white-black chart such as that shown in FIG. 39A
is imaged, the luminance cross section of G1 and the lumi-
nance cross section of R will have substantially identical
cross sections; in actuality, however, a subject image of every
possible color component will be taken, and the luminance
cross sections of G1 and R in FIG. 39C will not coincide in
most cases. Therefore, the respective sharpnesses may be
detected from the luminance cross sections of G1 and R, and
a color component with a high sharpness may be selected to
sharpen the luminance cross sections of G2 and B. When a
luminance cross section with a high sharpness is selected, and
its luminance cross section is subjected to second-order dif-
ferentiation, the distribution of FIG. 39D is obtained, and the
edge of an image of the color component with a high sharp-
ness can be detected. Next, by subtracting the distribution of
FIG. 39D from the respective G2 and B luminance distribu-
tions of FIG. 39C, the distribution of FIG. 39E, whereby the
(G2 and B luminance distributions have been sharpened. Now,
when subtracting the distribution of FIG. 39D, the distribu-
tion of FIG. 39D may be multiplied by a predetermined
coefficient, which then may be subtracted from the G2 and B
luminance distributions of FIG. 39C, thus controlling the
degree of sharpening G2 and B.

Although the present embodiment illustrates the image
sharpening in one-dimensional terms for simplicity of
description, an image is two-dimensional and therefore a
two-dimensional sharpening process is actually to take place.

Through the above image processing, the sharpnesses of
(G2 and B which are indicated by a solid line in FIG. 38 can be
sharpened as in G2'and B' which is indicated by a broken line,
thus sharpening the resultant color image.

FIG. 40 is a graph showing the relationship between sub-
jectdistance and sharpness in the case where the surface in the
optical region D2 is changed from an aspherical shape to a
spherical shape in FIG. 36. In this case, too, the color image
can be sharpened similarly to FIG. 38.

In the present embodiment, as shown in FIG. 40, different
color components have a high sharpness depending on the
subject distance. Therefore, respective sharpnesses are
detected from the luminance cross sections of G1, G2, R, and
B, and the color component with the highest sharpness is
selected to sharpen any other color component.

Through the above image processing, the sharpnesses of
G1, G2, R, and B which are indicated by solid lines in FIG. 40
can be respectively sharpened as in G1', G2', R', and B' which
are indicated by broken lines, thus sharpening the resultant
color image.

Next, another image sharpening technique will be
described. FIG. 41 is a diagram describing a method of
enhancing the sharpnesses of G1 and R based on G2' and B',
which are sharpness-enhanced versions of G2 and B. The
construction of the optical regions D1 and D2 is the same as
that in FIG. 38, and the point spread distribution created by
rays having passed through the optical region D2 is kept
substantially constant within a predetermined subject dis-
tance range. Therefore, the point spread distribution which is
created by extracting the respective pixels P2 (G2 compo-
nent) and P4 (B component) is substantially constant within a
predetermined subject distance range. So long as the point
spread distribution is substantially constant in the predeter-
mined subject distance range, an image which is formed by
extracting the pixels P2 (G2 component) and P4 (B compo-
nent) is restorable based on a predetermined point spread
distribution, regardless of the subject distance.

Hereinafter, a method of restoring a captured image based
on a point spread distribution will be described. Assuming
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that the original image is f(X,y), and the point spread distri-
bution is h(x,y), the captured image g(x.y) is expressed by
(math. 23).

gxy)=Ax, y)®h(x,y) (where ® represents convolu-

tion) [math. 23]

A Fourier transform applied to both sides of (math. 23)
gives (math. 24).

G(uv)=F(u,v)H(u,v) [math. 24]

Now, by applying an inverse filter Hinv(u,v) of (math. 25)
to the deteriorated image G(u,v), a two-dimensional Fourier
transform F(u,v) of the original image is obtained as in (math.
26). By applying an inverse Fourier transform to this, the
original image f(x,y) can be obtained as a restored image.

. [math. 25]
Hinv(u, v) = m

F(u, v) = Hinv(u, v)G(u, v) [math. 26]

However, if H(u,v) is 0 or has a very small value, Hinv(u,v)
will diverge; therefore, a Wiener filter Hw(u,v) as indicated
by (math. 27) is used for restoration from the deteriorated
image.

|H(u, v)? [math. 27]

) = ) THGn W + N G 1 )P

In (math. 27), N(u,v) is noise. Since usually the noise and
the original image F(u,v) are unknown, a constant k is actu-
ally used to restore the deteriorated image with a filter of
(math. 28).

1 | H(u, v)|? [math. 28]

) = e T R+ &

With such a restoration filter, the sharpnesses of G2 and B
which are indicated by a solid line in FIG. 41 can be sharp-
ened as in G2' and B' which is indicated by a dotted line.
Furthermore, in amanner similar to the method shown in F1G.
39, respective sharpnesses may be detected from the G2' and
B' luminance cross sections; the luminance cross section of a
color component with a high sharpness may be subjected to
second-order differentiation; and this may be subtracted from
G1 and R, whereby the sharpnesses of G1 and R are enhanced
to result in the sharpened G1' and R' which are indicated by a
broken line in FIG. 41.

Through the above image processing, the sharpnesses of
(G2 and B and the sharpnesses of G1 and R which are indi-
cated by solid lines in FIG. 41 can be sharpened as in G2' and
B' which is indicated by a dotted line and as in G1' and R’
which is indicated by a broken line, thus sharpening the
resultant color image. Through such a sharpening process, the
depth of field can be expanded from the sharpening process
described in FIG. 38.

Note that the optical system ofthe imaging apparatus of the
present embodiment may be an image-side telecentric optical
system. As a result, even if the angle of view changes, inci-
dence occurs with the principal-ray incident angle of the array
optical device K having a value close to 0 degrees, so that the
crosstalk between light beams reaching the pixels P1, P2, P3,
and P4 can be reduced across the entire imaging region.
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Although the present embodiment has illustrated the lens
L2 to be an ideal lens for simplicity of description as men-
tioned above, it is not necessary to employ an ideal lens. For
example, a non-ideal lens would have axial chromatic aber-
ration, but it is possible to select a color component with a
high sharpness to sharpen other color components as
described earlier; thus, a color image with sharpness can be
generated even without an ideal lens. Moreover, in the case of
determining the subject distance, the distance is to be deter-
mined based on a single color component (which in the
present embodiment is the green component); thus, there may
be some axial chromatic aberration.

Although the optical element [.1 and the lens [.2 are sepa-
rate in the present embodiment, another possible construction
is where the lens [.2 has the optical regions D1 and D2, with
the optical element [.1 being eliminated. In this case, the stop
S may be disposed near the optical regions D1 and D2 of the
lens L2.

Thus, according to the present embodiment, through (e.g. a
single instance of) imaging using a single imaging system,
both a color image and the subject distance can be obtained.
Since the subject distance can be calculated for each calcula-
tion block, it is possible to obtain the subject distance at any
arbitrary image position in the color image. Thus, it is also
possible to obtain a subject distance map across the entire
image. Moreover, the distance from the subject can be
obtained with a single imaging system, which is unlike in an
imaging apparatus having a plurality of imaging optical sys-
tems, where it would be necessary to ensure matching char-
acteristics and positions between the plurality of imaging
optical systems. Moreover, when a motion video is shot by
using the imaging apparatus of the present embodiment, an
accurate distance from the subject can be measured even if the
subject position changes with lapse of time.

Moreover, refocusing can be performed for each of the R,
G, and B components, similarly to Embodiment 4. Specifi-
cally, at step ST1 shown in FIG. 22, luminance information
(e.g. sharpness) is determined for each of RBG, and as nec-
essary, the color having a low sharpness among RBG is sharp-
ened. Next, at step ST2, the distance from the subject is
determined. Furthermore, by using the color image generated
at the first signal processing section C1, a depth map is gen-
erated. Next, at step ST3, a PSF is generated for each subject
position, based on the best focus position. Herein, one PSF
may be generated for the three colors of RGB. However, in
order to take axial chromatic aberration or the like into con-
sideration, a PSF may be generated for each of RGB. Next, at
step ST4, a color refocused image at any arbitrary subject
position can be generated.

Embodiment 7

This Embodiment 7 differs from Embodiment 6 in that the
areas of divided regions of the optical element [.1 are difter-
ent, and that the array optical device is changed from lenticu-
lar elements to microlenses. In the present embodiment, any
detailed description directed to similar subject matter to
Embodiments 4 to 6 will be omitted.

FIG. 42 is a front view of the optical element [.1 as viewed
from the subject side, the optical element [.1 being divided
into optical regions D1 and D2. The optical region D2 is
further divided into optical subregions d2A, d2B, and d2C. As
shown in FIG. 42, the optical region D1 and the optical
subregions d2A, d2B, and d2C are four divided, upper-lower/
right-left parts around the optical axis V as a center of bound-
ary, in a plane which is perpendicular to the optical axis V. The
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optical regions D1 and D2 have optical characteristics which
provide mutually different focusing characteristics.

FIG. 43 is a perspective view of the array optical device K.
On the face of the array optical device K closer to the imaging
device N, optical elements M2 are provided in a lattice form.
Each optical element M2 has cross sections (cross sections
along the vertical direction and along the lateral direction) in
arc shapes, each optical element M2 protruding toward the
imaging device N. Thus, the optical elements M2 are micro-
lenses, and the array optical device K is a microlens array.

FIG. 44A is an enlarged diagram showing the array optical
device K and the imaging device N, and FIG. 44B is a diagram
showing relative positioning between the array optical device
K and pixels on the imaging device N. Similarly to Embodi-
ment 4, the array optical device K is disposed near the focal
point of the lens optical system L, being at a position which is
a predetermined distance away from the imaging plane Ni.
Microlenses Ms are provided on the imaging plane Niso as to
cover the surface of the pixels P1, P2, P3, and P4.

On the pixels P1, P2, P3, and P4, filters having the same
spectral transmittance characteristics as those in Embodiment
6 are respectively provided.

Moreover, the array optical device K is disposed so that the
face on which the optical elements M2 are formed is oriented
toward the imaging plane Ni. The array optical device K is
arranged so that one optical element M2 thereof corresponds
to four pixels, i.e., two rows by two columns of pixels P1 to
P4, on the imaging plane Ni.

With such a construction, light beams having passed
through the optical region D1 and the optical subregions d2A,
d2B, and d2C of the optical element [.1 shown in FIG. 42
mostly reach the pixel P1, the pixel P2, the pixel P3, and the
pixel P4 on the imaging plane Ni, respectively.

Similarly to Embodiment 6, the first signal processing
section C1 generates a color image by using luminance infor-
mation from the plurality of pixels P1, P2, P3, and P4. Here-
inafter, the specific method of color image generation will be
described.

In FIG. 42, the optical region D1 has a non-spherical sur-
face, whereas the optical subregions d2A, d2B, and d2C all
have planar surfaces. For simplicity of description, it is
assumed that the lens L2 is an ideal lens free of aberration.

Due to the aspherical shape of the optical region D1, simi-
larly to Embodiment 4, in a predetermined range near the
focal point of the lens optical system L, the point spread
distribution associated with rays having passed through the
optical region D1 can be kept substantially constant. In other
words, the point spread distribution can be kept substantially
constant within the predetermined subject distance range.

Since the optical region D2 has a planar surface, no spheri-
cal aberration occurs, similarly to Embodiment 6. When there
is no spherical aberration, the point spread distribution varies
with an increase in shift from the focal point. In other words,
the point spread distribution varies with changing subject
distance.

Similarly to Embodiment 6, a graph indication of the rela-
tionship between subject distance and sharpness will result in
arelationship as shown in FIG. 45. In the graph of F1G. 45, G1
represents sharpness of in a predetermined region of an image
generated at the pixel P1 (green component), whereas G2, R,
and B respectively represent sharpnesses in a predetermined
region of images generated at the pixel P2 (green compo-
nent), the P3 (red component), and the P4 (blue component).

When generating a color image, similarly to Embodiment
6, the color image may be generated by simply interpolating
the chromatic information that is lost for each pixel position
onthe basis of the luminance information of the pixels P1, P2,
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P3, and P4; however, the sharpness of G1 is smaller than the
sharpnesses of G2, R, and B as shown in FIG. 45, and there-
fore the color image may be generated after enhancing the
sharpness of G1, similarly to the method described in FIG. 26.

Through the above image processing, the sharpness of G1
which is indicated by a solid line in FIG. 45 can be enhanced
as in G1' which is indicated by a broken line, thus sharpening
the resultant color image.

FIG. 46 is a graph showing the relationship between sub-
ject distance and sharpness in the case where the optical
surface in the optical region D1 is changed from an aspherical
shape to a spherical shape in FIG. 45. In this case, too, the
color image can be sharpened similarly to FIG. 45.

In the present embodiment, as shown in FIG. 46, different
color components have a high sharpness depending on the
subject distance. Therefore, respective sharpnesses are
detected from the luminance cross sections of G1, G2, R, and
B, and the color component with the highest sharpness is
selected to sharpen any other color component.

Through the above image processing, the sharpnesses of
G1, G2, R, and B which are indicated by solid lines in FIG. 46
can be respectively sharpened as in G1', G2', R', and B' which
are indicated by broken lines, thus sharpening the resultant
color image.

Next, another image sharpening technique will be
described. FIG. 46 is a diagram describing a method of
enhancing the sharpnesses of G2, R, and B based on G1',
which is a sharpness-enhanced version of G1. The construc-
tion of the optical region D1 is the same as thatin FIG. 45, and
the point spread distribution created by rays having passed
through the optical region D1 is substantially constant within
a predetermined subject distance range. Therefore, the point
spread distribution which is created by extracting the pixel P1
(G1 component) is substantially constant within a predeter-
mined subject distance range. So long as the point spread
distribution is substantially constant in the predetermined
subject distance range, an image which is formed by extract-
ing from the pixel P1 (G1 component) is restorable based on
a predetermined point spread distribution, regardless of the
subject distance.

With the restoration filter described in Embodiment 6, the
sharpness of G1 which is indicated by a solid line in FIG. 47
can be sharpened as in G1' which is indicated by a dotted line.
Furthermore, in amanner similar to the method shown in FIG.
26, the G1' luminance cross section may be subjected to
second-order differentiation; and this may be subtracted from
G2, R, and B, whereby the sharpnesses of G2, R, and B are
enhanced to result in the sharpened G2', R', and B' which are
indicated by a broken line in FIG. 47.

Although the optical element [.1 and the lens [.2 are sepa-
rate in the present embodiment, another possible construction
is where the lens [.2 has the optical regions D1 and D2, with
the optical element [.1 being eliminated. In this case, the stop
S may be disposed near the optical regions D1 and D2 of the
lens L2.

Although the present embodiment has illustrated the lens
L2 to be an ideal lens for simplicity of description as men-
tioned above, it is not necessary to employ an ideal lens. For
example, although a non-ideal lens would have axial chro-
matic aberration, the axial chromatic aberration may be cor-
rected for by the optical element [.1. In the present embodi-
ment, FIG. 42 illustrates that the optical regions d2A, d2B,
and d2C of the optical element L1 all have planar surfaces;
however, they may respectively have different optical sur-
faces to correct for axial chromatic aberration. As described
earlier, rays having passed through the optical subregions
d2A, d2B, and d2C reach the pixel P2, the pixel P3, and the
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pixel P4 respectively. Since the pixel P2, the pixel P3, and the
pixel P4 have filters that mainly allow wavelength compo-
nents of green, red, and blue to pass through, in the case where
a lens having axial chromatic aberration is adopted for the
lens 1.2, the optical subregions d2A, d2B, and d2C may be
allowed to have different optical powers on the respective
region surfaces so that the focusing position in the wavelength
band of'the filter provided in each pixel is identical. With such
a construction, as compared to the case where the optical
subregions d2A, d2B, and d2C have an equal optical power,
the focusing positions of light transmitted through the optical
subregions d2A, d2B, and d2C can be brought close to one
another, whereby the axial chromatic aberration occurring in
the lens [.2 can be corrected for by the optical element L1. By
correcting for the axial chromatic aberration with the optical
element [L1, the number of lenses composing the lens .2 can
be reduced, thus downsizing the optical system.

Through the above image processing, the sharpness of G1
the sharpnesses of G2, R, and B which are indicated by solid
lines in FIG. 47 can be sharpened as in G1' which is indicated
by a dotted line and as in G2', R, and B' which are indicated
by a broken line, thus sharpening the resultant color image.
Through such a sharpening process, the depth of field can be
expanded from the sharpening process described in FIG. 45.

The present embodiment compares to Embodiment 6, with
the relationship between sharpness G1 and sharpness G2
being merely reversed, and a method of measuring the dis-
tance from a subject can be similarly implemented. More-
over, the method of acquiring a refocused image can also be
similarly implemented to Embodiment 6.

Thus, according to the present embodiment, through (e.g. a
single instance of) imaging using a single imaging system
similar to Embodiment 6, both a color image and the subject
distance can be obtained, and a refocused image can be gen-
erated.

Embodiment 8

This Embodiment 8 differs from Embodiment 7 in that
color filters are provided near the stop and no color filters are
provided on the imaging plane. In the present embodiment,
any detailed description directed to similar subject matter to
Embodiments 4 to 7 will be omitted.

FIG. 48 is a schematic diagram showing an imaging appa-
ratus A according to Embodiment 8. The imaging apparatus A
of the present embodiment includes: a lens optical system L.
having an optical axis V; an array optical device K disposed
near the focal point of the lens optical system L.; an imaging
device N; a second signal processing section C2; a third signal
processing section C3; a first signal processing section C1;
and a storage section Me.

In Embodiment 8, similarly to FIG. 42, the optical region
D1 of the optical element .1 has a non-spherical surface,
whereas the optical subregions d2A, d2B, and d2C all have
planar surfaces. Each region of the optical element L1 has its
own spectral transmittance characteristics, such that the opti-
cal region D1 and the optical subregions d2A, d2B, and d2C
have characteristics for transmitting light of G, G, B, and R,
respectively, which are converged respectively onto the pixels
P1, P2, P4, and P3. In the present embodiment, sharpened
images are generated by using images which are obtained
from the pixels P1 (green component), P2 (green compo-
nent), P3 (red component), and P4 (blue component), and
subject distance is measured by using images which are
obtained from P1 (green component) and P2 (green compo-
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nent) to create a depth map. Generation of PSF data and the
refocus method can be implemented similarly to Embodi-
ments 4 to 7.

Moreover, filters which transmit light of mutually different
wavelength bands and the optical element [.1 for providing
different focusing characteristic may be disposed separately.
Inthis case, the filters and the optical element .1 may both be
provided near the stop S. The order in which the filters and the
optical element [1 are arranged is not limited. In this case, the
optical region D1 and the optical subregions d2A, d2B, and
d2C are regions including both the optical element [.1 and the
filters. In this case, each filter may better be set near each
optical region, and near the stop. One of the filter and the
optical element [.1 may be formed on the optical surface of
the lens [.2, which is disposed near the stop S.

Thus, according to the present embodiment, through (e.g. a
single instance of) imaging using a single imaging system
similar to Embodiment 7, both a color image and the subject
distance can be obtained, and a refocused image can be gen-
erated.

Other Embodiments

Although Embodiments 1 to 8 are implementations in
which the optical surface of any, optical region is disposed on
the subject-side face of the optical element [.1, each optical
surface may be disposed on the image-side face of the optical
element L1.

Although the lens [.2 is illustrated as being a single lens,
the lens .2 may be composed of a plurality of groups or a
plurality of lenses.

Moreover, the plurality of optical regions may be created
on the lens 1.2 being disposed near the stop.

Moreover, filters which transmit light of mutually different
wavelength bands and the optical element [.1 for providing
different focusing characteristic may be disposed separately.
Inthis case, the filters and the optical element .1 may both be
provided near the stop S. The order in which the filters and the
optical element [1 are arranged is not limited. In this case, the
optical region D1 and the optical subregions d2A, d2B, and
d2C are regions including both the optical element [.1 and the
filters. One of the filter and the optical element L1 may be
formed on the optical surface of the lens [.2, which is disposed
near the stop S.

Although the optical element L1 is disposed on the subject
side of the stop position, it may be disposed on the image side
of the stop position.

Although Embodiments 1 to 8 above illustrate the lens
optical system L to be an image-side telecentric optical sys-
tem, it may be an image-side nontelecentric optical system.
FIG. 49A is an enlarged diagram showing the neighborhood
of an imaging section. FIG. 49A shows, within the light
passing through the array optical device K, only a light beam
which passes through one optical region. As shown in FIG.
49 A, when the lens optical system L is a nontelecentric opti-
cal system, light leaking to adjacent pixels is likely to cause
crosstalk. However, by allowing the array optical deviceto be
offset by A from the pixel array as shown in FIG. 49B,
crosstalk can be reduced. Since the incident angle will vary
depending on the image height, the offset amount A may be
set in accordance with the incident angle of the light beam
onto the imaging plane.

In the case where the lens optical system L. is an image-side
telecentric optical system, the optical regions D1 and D2 of
the optical element [.1 have two different radii of curvature,
thus resulting in different magnifications of the images (the
firstimage I1 and the second image 12) obtained in the respec-
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tive regions. When the above-discussed sharpness ratio is
calculated for each region of the image, there will be a dis-
crepancy, off the optical axis, in the predetermined regions
that are relied on; this makes it impossible to correctly deter-
mine a sharpness ratio. In this case, a correction may be made
so that the first image 11 and the second image [2 are substan-
tially equal in magnification, and then a sharpness ratio
between predetermined regions may be determined. This
makes it possible to correctly determine a sharpness ratio
between predetermined regions.

Embodiments 1 to 8 are directed to imaging apparatuses
having the first signal processing section C1, the second sig-
nal processing section C2, the third signal processing section
C3, and the storage section Me (shown in FIG. 18 and so on).
However, the imaging apparatus may lack these signal pro-
cessing sections and storage section. In that case, a PC or the
like which is external to the imaging apparatus may be used to
perform the processes that are performed by the first signal
processing section C1, the second signal processing section
(2, and the third signal processing section C3. In other words,
a system that includes an imaging apparatus having the lens
optical system L, the array optical device K, and the imaging
device N and includes an external signal processing apparatus
may also be possible. With the imaging apparatus under this
implementation, luminance information for a color image
output and subject distance measurement can be obtained
through a single instance of imaging using a single imaging
optical system. Moreover, through processes performed by
the external signal processing section by using that luminance
information, both the multicolor image and the subject dis-
tance can be obtained.

According to the distance measurement method of the
present invention, it is not always necessary to utilize a cor-
relation between sharpness and subject distance. For
example, a subject distance may be obtained by substituting
an ascertained sharpness, contrast, or point image diameter
into an equation expressing the relationship between sharp-
ness, contrast, or point image diameter and subject distance.

Moreover, each optical element (microlens) in the micro-
lens array of this Embodiment 3 may have a rotation sym-
metric shape with respect to the optical axis of each optical
element (microlens). This will be discussed below in com-
parison with microlenses of a shape which is rotation-asym-
metric with respect to the optical axis.

FIG. 50(al) is a perspective view showing a microlens
array having a shape which is rotation-asymmetric with
respect to the optical axis. Such a microlens array is formed
by forming quadrangular prisms of resist on the array and
rounding the corner portions of the resist through a heat
treatment, and performing patterning by using this resist. The
contours of a microlens shown in FIG. 50(al) are shown in
FIG. 50(a2). In a microlens having a rotation-asymmetric
shape, there is a difference in radius of curvature between the
vertical and lateral directions (directions parallel to the four
sides of the bottom face of each microlens) and oblique direc-
tions (diagonal direction of the bottom face of the microlens).

FIG. 50(a3) is a diagram showing ray tracing simulation
results in the case where the microlenses shown in FIGS.
50(al) and (a2) are applied to the array optical device accord-
ing to the present invention. Although FIG. 50(a3) only shows
a light beam which passes through only one optical region
within the light passing through the array optical device K, a
microlens of a rotation-asymmetric shape will allow light to
leak to adjacent pixels, thus causing crosstalk.

FIG. 50(b1) is a perspective view showing a microlens
array having a shape which is rotation symmetric with respect
to the optical axis. Microlenses of such a rotation symmetric
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shape can be formed on a glass plate or the like by a thermal
imprinting or UV imprinting manufacturing method.

FIG. 50(52) shows contours of a microlens having a rota-
tion symmetric shape. In a microlens having a rotation sym-
metric shape, the radius of curvature is identical between the
vertical and lateral directions and oblique directions.

FIG. 50(b3) is a diagram showing ray tracing simulation
results in the case where the microlenses shown in FIGS.
50(b1) and (b2) are applied to the array optical device accord-
ing to the present invention. Although FIG. 50(63) only shows
a light beam which passes through only one optical region
within the light passing through the array optical device K, it
can be seen that no crosstalk such as that in FIG. 50(a3) is
occurring. Thus, crosstalk can be reduced by adopting a rota-
tion symmetric shape for the microlenses, whereby deterio-
ration in the precision of distance measurement calculation
can be suppressed.

In Embodiments 1 to 8, the pixel P1 and the pixel P3 are
adjacent to each other along an oblique direction; however, as
in FIG. 51, the pixel P1 and the pixel P3 may be adjacent
along the up-down direction.

Regardless of which of the arrangements of FIGS. 4, 21,
and so on the pixels P may have, and regardless of which of
the constructions of FIG. 2, FIG. 14, FIG. 15, and so on the
optical element .1 may have, it is always the same that light
having passed through either one of the optical regions D1
and D2 is incident on the pixel P2 and that light having passed
through the remaining one of the optical regions D1 and D2 is
incident on the pixel P4.

More preferably, only the light having passed through
either one of the optical regions D1 and D2 is incident on the
pixel P2 and only the light having passed through the remain-
ing one of the optical regions D1 and D2 is incident on the
pixel P4. However, it may be possible for a portion of a light
beam having passed through the optical region D1 and the
optical subregions d2A, d2B, and d2C to be incident on
regions of the imaging plane Ni other than the pixels, an
adjacent pixel, or the like. Therefore, in the present specifi-
cation and the claims, for example, “allowing only the light
having passed through the optical region D1 to be incident on
the pixel P2” means that a large part of the light entering the
pixel P2 (e.g., 80% or more) is light from the optical region
D1, rather than that no light from the optical region D2 is
incident on the pixel P2.

The imaging apparatus disclosed herein is useful for imag-
ing apparatuses such as digital still cameras or digital cam-
corders. It is also applicable to distance measuring appara-
tuses for monitoring the surroundings or monitoring people
riding in an automobile, and distance measuring apparatuses
for inputting three-dimensional information in games, PCs,
mobile terminals, endoscopes, and so on.

While the present invention has been described with
respect to preferred embodiments thereof, it will be apparent
to those skilled in the art that the disclosed invention may be
modified in numerous ways and may assume many embodi-
ments other than those specifically described above. Accord-
ingly, it is intended by the appended claims to cover all
modifications of the invention that fall within the true spirit
and scope of the invention.

What is claimed is:

1. An imaging apparatus comprising:

alens optical system having a first region, a second region,

and a third region, the first region transmitting light of'a
first wavelength band, the second region transmitting
light of the first wavelength band and having optical
characteristics for providing a different focusing char-
acteristic from a focusing characteristic associated with
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rays transmitted through the first region, and the third
region transmitting light of a second wavelength band
different from the first wavelength band;

an imaging device on which light having passed through

the lens optical system is incident, the imaging device
having a plurality of first, second, and third pixels; and

a microlens array disposed between the lens optical system

and the imaging device, the microlens array causing
light having passed through the first region to enter the
plurality of first pixels, light having passed through the
second region to enter the plurality of second pixels, and
light having passed through the third region to enter the
plurality of third pixels.

2. The imaging apparatus of claim 1, wherein,

the lens optical system further has a fourth region trans-

mitting light of a third wavelength band different from
the first and second wavelength bands;

the imaging device further includes a plurality of fourth

pixels; and

the microlens array causes light having passed through the

fourth region to enter the plurality of fourth pixels.

3. The imaging apparatus of claim 1, wherein the first,
second, and third regions are regions divided around an opti-
cal axis of the lens optical system.

4. The imaging apparatus of claim 2, wherein, in the lens
optical system, a focusing characteristic associated with rays
transmitted through the third region and the fourth region is
identical to either a focusing characteristic associated with
rays transmitted through the first region or a focusing char-
acteristic associated with rays transmitted through a second
region.

5. The imaging apparatus of claim 1, wherein rays are
incident on the first, second, and third regions through a single
instance of imaging.

6. The imaging apparatus of claim 2, wherein the first and
second regions allow rays of the green band to pass through,
the third region allows rays of the blue band to pass through,
and the fourth region allows rays of the red band to pass
through.

7. The imaging apparatus of claim 1, wherein, when a
subject distance is within a predetermined range, a point
spread distribution created by light entering the first region is
substantially constant, and a point spread distribution created
by light entering the second region varies in accordance with
distance from a subject.

8. The imaging apparatus of claim 1, wherein a surface of
the first region and a surface of the second region have mutu-
ally different radii of curvature.

9. The imaging apparatus of claim 1, wherein,

the plurality of first and second pixels respectively generate

first and second luminance information through a single
instance of imaging; and

the imaging apparatus further comprises a first signal pro-

cessing section for generating a first image and a second
image by using the first and second luminance informa-
tion.

10. The imaging apparatus of claim 2, further comprising a
first signal processing section including a sharpness detection
section for detecting a sharpness of at least one pixel compo-
nent, within luminance information of the plurality of first to
fourth pixels, for each predetermined region in an image;

wherein based on a component of a highest sharpness

among the respective sharpnesses, a luminance informa-
tion component of another pixel is sharpened.

11. The imaging apparatus of claim 10, wherein, by using
a previously stored point spread function, the first signal
processing section performs a restoration process for an
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image which is formed based on luminance information of a
pixel reached by light entering the first region, and generates
a restored sharpened image.
12. The imaging apparatus of claim 11, wherein, the first
signal processing section uses a single said point spread func-
tion to perform a restoration process for all regions of an
image which is formed based on luminance information of a
pixel reached by light entering the first region, and generate a
restored sharpened image.
13. The imaging apparatus of claim 12, wherein,
the first signal processing section includes a sharpness
detection section for detecting a sharpness for each pre-
determined region in the restored sharpened image, and,

based on a sharpness of each predetermined region in the
restored sharpened image, sharpens a luminance infor-
mation component of another pixel.

14. The imaging apparatus of claim 9,

further comprising a second signal processing section for

calculating a distance from a subject,

wherein the second signal processing section calculates a

distance from the subject by using the first image and the
second image.

15. The imaging apparatus of claim 14, wherein,

when the subject distance is within a certain range, a value

of a ratio between a sharpness of the first image and a
sharpness of the second image has a correlation with the
distance from the subject; and

the second signal processing section calculates the distance

from the subject based on the correlation and the ratio
between the sharpness of the first image and the sharp-
ness of the second image.

16. The imaging apparatus of claim 14, wherein,

the first signal processing section includes a contrast detec-

tion section for detecting a contrast of the first image
obtained from the plurality of first pixels and a contrast
of the second image obtained from the plurality of sec-
ond pixels and;

when the subject distance is within a certain range, a ratio

between the contrast of the first image and the contrast of
the second image has a correlation with the subject dis-
tance; and

the second signal processing section calculates the distance

from the subject based on the correlation, the contrast of
the first image and the contrast of the second image.

17. The imaging apparatus of claim 14, wherein the second
signal processing section calculates the distance from the
subject by using luminance information of an image obtained
through addition of the first image and the second image and
luminance information of the first image or the second image.

18. The imaging apparatus of claim 13, wherein,

when the subject distance is within a certain range, a point

spread function derived from an image which is formed
from the restored sharpened image and light entering the
second region has a correlation with the subject dis-
tance; and

the imaging apparatus further comprising a second signal

processing section for calculating the distance from the
subject based on the correlation and the point spread
function.

19. The imaging apparatus of claim 2, wherein,

the second region, the third region, and the fourth region

have mutually different optical powers; and

focusing positions of light transmitted through the second

region, the third region, and the fourth region are closer
to one another than when the second region, the third
region, and the fourth region have an equal optical power
to one another.
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20. The imaging apparatus of claim 1, further comprising a
light-shielding member provided at a boundary between the
first region and the second region.

21. The imaging apparatus of claim 1, wherein,

the lens optical system further includes a stop; and

the first region and the second region are disposed near the

stop.

22. The imaging apparatus of claim 14, wherein,

the second signal processing section calculates a subject

distance for each predetermined region in an image; and
the imaging apparatus further comprises a third signal pro-
cessing section for generating a refocused image by
using the subject distance for each predetermined region
calculated by the second signal processing section.

23. The imaging apparatus of claim 22, wherein the second
signal processing section generates a point spread function
for each subject distance by using a subject distance for each
predetermined region.

24. The imaging apparatus of claim 23, wherein, along the
subject distance direction, an intensity change in the point
spread function decreases away from at least one best focus
position, the at least one best focus position defining a subject
distance at which an intensity change in the point spread
function takes a local maximum.

25. The imaging apparatus of claim 24, wherein the at least
one best focus position is an externally input position or a
position determined by the second signal processing section.

26. The imaging apparatus of claim 23, wherein the third
signal processing section generates the refocused image by
using the subject distance for each predetermined region and
the point spread function.

27. The imaging apparatus of claim 23, wherein the point
spread function is a Gaussian function.

28. The imaging apparatus of claim 26, wherein the third
signal processing section generates the refocused image by
performing a convolution calculation for the point spread
function using a Fourier transform for each predetermined
region.

29. The imaging apparatus of claim 22, wherein the third
signal processing section generates the refocused image by
performing a spatial filter process based on the subject dis-
tance for each predetermined region.

30. The imaging apparatus of claim 24, wherein the at least
one best focus position exists in plurality and discretely.

31. The imaging apparatus of claim 2, further comprising
first to fourth filters near the lens optical system, the first to
fourth filters being provided respectively in the first region,
the second region, the third region, and the fourth region,
wherein,

the first filter transmits light of the first wavelength band;

the second filter transmits light of the first wavelength

band;

the third filter transmits light of the second wavelength

band; and

the fourth filter transmits light of the third wavelength

band.

32. The imaging apparatus of claim 31, wherein,

the lens optical system further comprises a stop; and

the first to fourth filters are disposed near the stop.

33. An imaging system comprising:

the imaging apparatus of claim 2; and

a first signal processing apparatus for generating a color

image, wherein

the first signal processing apparatus generates the color

image by using luminance information of the plurality of
first pixels, the plurality of second pixels, the plurality of
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third pixels, and the plurality of fourth pixels obtained

through a single instance of imaging.

34. The imaging system of claim 33, further comprising a
second signal processing apparatus for calculating a distance
from a subject, wherein

the second signal processing apparatus calculates a dis-

tance from the subject by using the luminance informa-

tion of the plurality of first pixels and the plurality of
second pixels obtained through the single instance of
imaging.

35. An imaging system comprising an imaging apparatus
and a signal processing apparatus, wherein

the imaging apparatus includes:

a lens optical system having a first region and a second
region, the second region having optical characteris-
tics for providing a different focusing characteristic
from a focusing characteristic associated with rays
having passed through the first region;

an imaging device on which light having passed through
the lens optical system is incident, the imaging device
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at least having a plurality of first pixels and a plurality
of second pixels; and

an array optical device disposed between the lens optical
system and the imaging device, the array optical
device causing light having passed through the first
region to enter the plurality of first pixels and light
having passed through the second region to enter the
plurality of second pixels, and

the signal processing apparatus includes:

a first signal processing section for calculating a subject
distance for each predetermined region in a captured
image, by using luminance information of a first
image obtained from the plurality of first pixels and a
second image obtained from the plurality of second
pixels; and

a second signal processing section for generating a refo-
cused image by using the subject distance for each
predetermined region calculated by the first signal
processing section.
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